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a b s t r a c t

In recent years, quantum dots have generated enormous interest from the life sciences community due to
their (largely) untapped potential in biomedical applications; particularly in bio-labeling and sensing.
While empirical work already exists on the use of quantum dots as bio-labels, their development as bio-
sensors requires a thorough scientific understanding of their interactions with conjugated biomolecules
that together ‘sense’ the molecule of interest. Some recent experiments have claimed a marked variation
in the luminescence of cadmium selenide quantum dots conjugated to macromolecules linked to bacte-
ria. The origin of this large shift in luminescence of the quantum dot (and thus by implication, the band
gap) appears to be poorly understood. The knowledge of the exact nature of the interaction causing the
‘shift’ may hold the key to designing better biosensors. The objective of the present work is to address the
aforementioned interaction and to that end, we have chosen a prototypical model consisting of a capped
cadmium selenide quantum dot interacting with a DNA molecule. This problem is inherently multiscale
due to the relatively large number of atoms, complex nature of the interactions involved in the quantum
dot–DNA system and the disparate length scales present in the problem requiring a combination of meth-
ods ranging from approaches that utilize empirical molecular mechanics force fields on one hand and ab
initio electronic structure (based on density functional theory) calculations on the other hand. We discuss
several modeling issues that arise in the simulations of this complex problem and present some prelimin-
ary insights. Our initial results indicate a wavelength shift of roughly 19 nm in the spectrum of a 1.1 nm
sized dot upon interaction with a typical DNA molecule. However, upon increase of quantum dot size, the
shift decreases and thus suggests a re-examination of singular experimental data available in the litera-
ture. Our results, which are performed in vacuum rather than a solvent, may be considered as an upper-
bound to the true interaction.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

When bulk semiconductors like cadmium selenide (CdSe) or
Gallium Arsenide (GaAs) are shrunk in size to a few nanometers,
their opto-electronic, mechanical and other physical properties al-
ter dramatically when compared with corresponding bulk ones.
These nanoparticles, or quantum dots, contain very few charge car-
riers and this so-called quantum confinement is largely responsible
for their unusual optical and electronic properties. Although there
are other interesting aspects of electronic behavior of three dimen-
sionally confined quantum dots, the ability to tailor the electronic

structure and hence optical response of quantum dots with minute
changes in size is one that is most often emphasized.

Although of recent vintage, extensive literature has already ap-
peared on the use of quantum dots as biological labels [27]. Corre-
spondingly far fewer works have addressed their role as sensors.
Semiconductor quantum dots (like zinc sulfide-capped CdSe)
may be functionalized with a unique ligand–biomolecule pair to
facilitate binding to a particular biological structure for use in
ultrasensitive biological detection. The possibility of large scale
applications of quantum dots in bio-sensing, fluorescent spectros-
copy, separation and assaying techniques [2] has created the need
for a better understanding of the conjugation process at the atom-
istic level. For better control over the ‘design’ of quantum dot-bio-
conjugates, an improved understanding of the interactions which
leads to a stable conjugation is required. The wavelength shift is
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one such phenomenon that can be a favorable mechanism in bio-
sensing if it can be achieved by conjugation with known ligands
with a unique number set for each class of ligand molecules. The
exact mechanisms for wavelength shifts in the spectrum of quan-
tum dots are still not fully understood for the case when a quan-
tum dot is conjugated to a DNA – bacteria complex or other
macromolecules found in biological systems. Dwarakanath et al.
[11] claim to have experimentally observed a ‘blue shift’
(�140 nm in one case) in the emission wavelength when a CdSe–
ZnS quantum dot was conjugated to a DNA aptamer or an antibody
that was bound to a bacterium. Similar shifts have been seen by
other experimentalists with lower level wavelength changes
[42,14]. Whether or not the large spectral shift observed is repeat-
able under different experimental conditions and can be explained
by a unified theory is debatable. The present work aims to present
a preliminary study based on computational physics and chemistry
for such a system consisting of a capped CdSe quantum dot and a
DNA molecule as a prototype system to understand the interac-
tions that occur between quantum dots and biomolecules on an
atomic level. Apart from physical insights we also discuss the com-
putational challenges that we faced. We have limited our focus to
understanding non-bonded interactions in the chosen system. Ow-
ing to the complexity of the nature of the interactions and the large
number of atoms in the quantum dot–DNA system, a multiscale
modeling approach consisting of coarse-grained empirical molecu-
lar docking (for binding predictions) and highly refined ab initio
density functional theory (for the electronic structure calculations)
were used in the course of our investigations.

The outline of our paper is as follows: in Section 2, we provide
some basic background on the use of quantum dots in biology and
discuss some background elements of the problem under consider-
ation. In Section 3, an overview of the multiscale simulation ap-
proach is described and a brief description of the various
computational methods used to analyze the system. In Section 4,
we present our major results followed by detailed discussion and
conclusions in Section 5.

2. Quantum dots and biology

In the biological field, quantum dots are rapidly gaining popular-
ity due to several advantages they offer over conventional (usually
organic) fluorophores. Recent studies of quantum dots have re-
sulted in the development of new fluorescence immunocytochem-
ical probes [12] typically used to detect antigens in tissues. In
contrast to organic fluorophores (dyes) such as rhodamine, GFP,
and Fluorescein, CdSe nanocrystals show similar or slightly lower
quantum yields at room temperature, but the lower quantum yields
are compensated by their larger absorption cross-sections and
much reduced photobleaching rates. It was estimated that single
ZnS-capped CdSe quantum dots are �20 times brighter and
�100–200 times more stable than single rhodamine 6G molecules
[27]. Some of the drawbacks of organic dyes include sensitivity to
environmental pH changes, susceptibility to photobleaching, fixed
emission spectra, and limited Stokes shifts (separations between
excitation and emission maxima which interfere with the detection
of a fluorochrome). Quantum dots on the other hand, apart from
their high brightness and photostability, also exhibit narrow emis-
sion spectra and an apparent large Stokes shift. Fig. 1, taken from
the work of Bruchez et al. [4], illustrates the spectral characteristics
of CdSe/CdS/Zns quantum dots in comparison with Fluorescein. The
current mode of detecting the antigens which takes from 2 to 6 days
can be sped to a few hours using quantum dots [35]. Furthermore,
quantum dots can even be tuned to fluoresce at different colors
with the same wavelength of excitation. This allows multiple tags
to be tracked while using a single light source [4]. The reader is re-

ferred to the following representative works (among others) that
illustrate the varied biological applications of quantum dots: (i) Oli-
gonucleotides were successfully coupled to molecular beacons,
which can then serve as a basis for DNA and RNA assays [1], (ii)
quantum dots may be used in detection of behavior of the cells
which cause breast cancer [12], (iii) quantum dots can be used in
live and fixed fluorescence cell labeling such as cellular tracking,
stem cell differentiation tracking, genetic instability monitoring,
and molecular location tracking [1], and (iv) quantum dots have
been used in the study of antibiotic release into the cell [1].

CdSe quantum dots (the system of interest in the present study)
can emit light spanning the entire visible range from blue1 to red
(490–620 nm) depending on size (2–20 nm) [15]. Thus, with tuning
of CdSe quantum dot radii, it is possible to realize labels that have
emission spectra at several selected wavelengths throughout the vis-
ible spectrum. Moreover, electrons in all of these quantum dots may
be excited with a light source of one wavelength as long as the wave-
length of the source is shorter than that of the emission wavelengths
of all of the dots; accordingly, the simultaneous observation of mul-
tiple biological structures may be accomplished by labeling them
with quantum dots of different colors and by pumping all of these
quantum dots with the same source. This is in contrast to the situa-
tion encountered for fluorescent dyes, since each dye generally re-
quires an excitation source of a well defined wavelength. Each of
these different-colored quantum dots may be functionalized with a
unique ligand–biomolecule pair to facilitate binding to a particular
biological structure. Fig. 1 illustrates a comparative study on the
emissive and excitation properties of CdSe quantum dots and a
bio-label called Fluorescein; notice the broad differentiation in the
emission and excitation spectrums of the quantum dot as well as
the size dependence of its emissive wavelengths [4].

Designing and fabricating semiconductor quantum dots that re-
main fluorescent in aqueous media and the conjugation of quan-
tum dots with molecules that have affinities for binding to
specific biological structures is the major challenge that needs to
be addressed in biological use of quantum dots. Quantum dots
are usually functionalized by organic compounds such as mercap-
toacetic acid [6] or coated with a hydrophilic layer such as silica
[12] in order to make them water soluble and biocompatible.
One means of functionalizing quantum dots is conjugating CdS
quantum dots or ZnS-capped CdSe quantum dots with peptide se-
quences with certain patterns [6]. Binding to quantum dots in most
cases relies on a ligand containing a carboxyl group or an amine
group. Cross-linking takes place resulting in the covalent bonding
of the carboxyl (or amine) group present in the ligand on the quan-
tum dot to an amine (or carboxyl) group on a biomolecule. Many
biomolecules such as proteins, antibodies, and DNA contain car-
boxyl and amine groups [1]. DNA is a useful linker molecule that
acts like molecular glue which can bind the capped quantum dots
to bigger biological systems like bacteria. The DNA used in our
study was a 12-mer (12-nucleotide linkage) of B-form with around
800 atoms (568 atoms before adding hydrogen atoms to the struc-
ture; protein database ID: 1 bna).

3. Overview of the multiscale approach

The prototype model system is comprised of a quantum dot
(<2 nm, fewer than 100 atoms) and a DNA molecule (thousands
of atoms). The sheer difference in length scales challenge the
analytical modeling and numerical simulations. Thus we used a
multiscale approach that takes into account the requisite treat-
ment commensurate with each aspect of the interaction. In spite

1 For interpretation of color in Fig. 1, the reader is referred to the web version of
this article.
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of using small-sized quantum dots for this work (1.0–1.3 nm),
handling the collective number of atoms in the range of a 1000
remained a challenge. While ab initio density functional theory
fails in handling large system sizes, classical molecular mechan-
ics is problematic due to non-availability of force field parame-
ters for these types of systems (and of course cannot be used
to compute the electronic structure for the requisite band gap
calculations). Accordingly we have broken down the problem
into several stages involving different computational methods.
An overview of the computational approach we employed is de-
scribed below:

(1) Construction of the quantum dot in sizes 1.0 nm, 1.1 nm, and
1.3 nm: CdSe is a direct band gap semiconductor and its bulk
form exists in two major crystalline lattice structures:
wurtzite (hexagonal) and zinc blende (cubic) [23]. Notably,
the energy difference between these two forms is small.
We have used the zinc blende structure for our simulations.
In practice spherical quantum dots are typically synthesized
using colloidal processes, which is a controlled precipitation
technique, yielding an inorganic semiconductor core coated
by chemically adsorbed trioctylphosphine oxide (TOPO) [7].
The TOPO caps the nanocrystals and stabilizes its surface,
determines the particle solubility, and prevents an irrevers-
ible flocculation or aggregation of the nanocrystals [41].
Accordingly we have chosen the spherical geometry
obtained by truncation of the bulk structure. The latter pro-
cess leads to several dangling bonds.

(2) Passivation: For accurate band gap calculations, the dangling
bonds of the surface atoms of the quantum dot must be satu-
rated. The passivation is not as trivial as for elemental Silicon
due to the valence structure of the CdSe. As alluded to earlier,
common capping agents for CdSe quantum dots are ZnS (in a
core shell model), mercaptoacetic acid, TOPO and others. Due
to the complexity of the nature of these capping agents and
lack of chemical models representing them, pseudo-hydrogen
atoms were used as passivating atoms. For the CdSe system, a
pseudo-hydrogen atom contains a nuclear charge other than
1. A pseudo-potential that represented this ‘new’ kind of
atoms was specifically built for this work.

(3) Relaxation of the quantum dot structure: The passivated quan-
tum dots were relaxed using quantum mechanical density
functional theory since the size of the system was small
(and no reliable empirical potentials are available). The

relaxation was followed by an electronic band structure cal-
culation (also using density functional theory) which deter-
mines the initial quantum confinement state for the
quantum dot (prior to DNA interaction).

(4) Molecular docking with DNA: This process ensures identifica-
tion of the highest probability location of the dot relative to
the DNA. The docking algorithm uses electrostatic and Van
der Waal interactions to determine the high probability loca-
tions. In our calculations we employed the Monte Carlo sim-
ulated annealing approach. The macromolecule remains
fixed throughout the simulation, and the ligand molecule
performs a random walk in the 3D space around it. A small
amount of random displacement is applied to each of the
degrees of the freedom of the ligand molecule namely trans-
lation and rotation of the dihedral bond angles, the number
of which is set at the beginning of the docking calculation.
This change leads to a new configuration, and therefore a
new value of the interaction energy which is calculated using
the grid interpolation method. The new energy value is con-
trasted with the preceding one and if found lower, the new
configuration is accepted. In the reverse case, acceptance or
rejection is based on a temperature dependent probability
expression, where the probability of acceptance is

PðDEÞ ¼ eðDE=KBTÞ: ð1Þ

Here DE is the energy difference from the previous step, and
kB is the Boltzmann constant. When temperatures are high
enough, almost all steps are accepted while at lower temper-
atures, fewer high energy configurations are accepted.
The pair-wise potential energy, V(r), between two non-
bonded atoms can be expressed as a function of internuclear
separation, r, as follows:

VðrÞ ¼ Ae�br

r
� c6

r6
: ð2Þ

The exponential, repulsive, exchange energy is often approx-
imated with a polynomial form that is computationally more
expedient,

Ae�br

r
¼ C12

r12 : ð3Þ

Hence pair-wise-atomic interaction energies can be approxi-
mated using the following general equation:

Fig. 1. Comparison between an organic dye (Fluorescein) and a ZnS-capped CdSe quantum dot used in fluorescence labeling (adapted and re-drawn: source: 4).
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VðrÞ ¼ Cn

rn
� Cm

rm
; ð4Þ

where m and n are integers, and Cn and Cm are constants whose
values depend on the depth of the energy well and the equilib-
rium separation of the two atoms’ nuclei. Typically the 12–6
Lennard–Jones parameters (n = 12, m = 6) are used to model
the Van der Waals’ forces experienced between two instanta-
neous dipoles. However, the 12–10 form of this expression
(n = 12, m = 10) can be used to model hydrogen bonds [25].

(5) Quantum dot–DNA interaction: The geometrically relaxed
quantum dot, at the appropriate favorable docked site is fur-
ther relaxed in the presence of the DNA. We have used density
functional theory to obtain the quantum dot–DNA interac-
tion. We used the plane wave self-consistent field (PWscf)
method to relax the docked system of quantum dot and
the DNA. This method although precise in calculating the
ground state total energy and electron density of a system
of interacting electrons is limited by the size of the system
that it can handle. We therefore truncated the DNA to
include only the atoms in the region closest to the quantum
dot determined from the docked position between the two
members. The DNA molecule was capped at the truncated
region with hydrogen atoms.

(6) Electronic structure calculation of the ‘perturbed’ quantum dot
using DFT: The band gap of the quantum dot is calculated
using DFT to assess the impact of the DNA on its optical sig-
nature. DFT is an ab initio based technique that is designed to
give an approximate result for the ground state energy of a
system through a self-consistent calculation. DFT also exhib-
its well-known limitations in terms of band gap calculations
and this aspect will be discussed in due course. We briefly
review this method here (as many readers of this journal
may be unfamiliar with it). Our discussion is heavily based
on a simple tutorial given by Wills and Eriksson [40]. The
reader is referred to any number of excellent books available
for more details e.g. Martin [24]. The goal of any first princi-
ple approach (i.e. based on quantum mechanics requiring no
adjustable parameters) is to compute the total minimum
quantum mechanical energy of a system with respect to
nuclear and electronic coordinates. Due to the many-body
nature of the problem, except for some very simple simples,
a pragmatic outlook involves making some approximations.
DFT provides a simple (and popular) recipe to handle the
otherwise draconian computation. The starting point is the
total Hamiltonian for an n-electron system:
Hwðr1; r2; . . . ; rnÞ ¼ Ewðr1; r2; . . . ; rnÞ: ð5Þ

The key concept underlying DFT is that, instead of the many-
body wavefunction, the ground state energy may be uniquely cast
in term of the electronic density. More precisely, the ground state
energy is a functional of the electron density and may be estimated
by a variational minimization of the functional. Unlike the many-
body wavefunction, the electron density is a function of a single
coordinate. One can replace the ground state energy (which is a
function of a the many-body wavefunction in Eq. (5) by

nðrÞ ¼
Xn

i¼1

Z
w � ðr1; r2; . . . ; rnÞdðr � riÞwðr1; r2; . . . ; rnÞdr1; . . . ;drn:

ð6Þ
The second concept [17,19] is that one only solves for a single elec-
tron state but using an effective potential. The solution should yield
the actual many-body density. Mathematically,

ðbT þ Veff ÞwiðrÞ ¼ eiwiðrÞ;
nðrÞ ¼

X
i¼1

jwiðrÞj
2
:

ð7Þ

bT is the quantum mechanical kinetic energy operator. The effective
potential is given by

Veff ðrÞ ¼
d

dnðrÞ fEH½nðrÞ� þ Exc½nðrÞ� þ EeN½nðrÞ�g: ð8Þ

The various components of the effective potential, the Hartree term
(EH), electron–nuclei interaction EeN and the exchange-correlation
term Exc are obtained from the total energy functional which also
involves the kinetic energy and the nuclei–nuclei repulsion:

E½nðrÞ� ¼ T½nðrÞ� þ EH½nðrÞ� þ Exc½nðrÞ� þ EeN½nðrÞ� þ ENN; ð9Þ

where

T½nðrÞ� ¼
X

i

Z
w�i
bTwi dr;

EH½nðrÞ� ¼
e2

2

Z
nðr1Þnðr1Þ
jr1 � r2j

dr1 dr1;

EeN½nðrÞ� ¼ �e2
X

R

ZR

Z
nðrÞ
jr � Rj dr;

ENN ¼
e2

2

X
R

X
R0 6¼R

ZRZR0

jR0 � Rj
;

Exc½nðrÞ� ¼
Z

nðrÞexc½nðrÞ�dr:

ð10Þ

The last term involves the exchange-correlation functional (under
the integral sign) and the expression is in the so-called local density
approximation. The accuracy of the DFT scheme relies on a faithful
evaluation of this term. Usually, values for this are established via
quantum Monte Carlo techniques. These equations are solved self-
consistently to converge to the desired ground state energy. In prac-
tice, the single particle equations are solved by expanding the
wavefunction into a suitable set of basis functions. In our calcula-
tions, we have used the plane-wave expansion.

The relaxation of nanostructures based on density functional
theory calculates the forces acting on each atom as

Fi ¼ �
dE
dRi

; ð11Þ

where E is the total energy of the atoms and Ri is the position vector
of the ith atom. The atoms’ positions are changed based on the opti-
mization algorithm BFGS (Broyden–Fletcher–Goldfarb–Shanno).

4. Computational details

In this section, we provide some of the computational details of
our approach described in the preceding section.

4.1. Construction and passivation

The need for passivation arises due to the presence of unsatu-
rated surface bonds or dangling bond states. These electronically
active states have to be quenched by re-bonding with a passivation
agent to establish neutrality of the system. A good surface passiv-
ation will remove the localized surface states from the band gap,
but will not change the intrinsic nature of the highest energy occu-
pied molecular orbital (HOMO) and the lowest energy unoccupied
molecular orbital (LUMO) which characterize the electronic struc-
ture of each material. For group IV semiconductors, hydrogen is of-
ten used as a passivating agent. This choice is quite expedient as
the electronegativity of the hydrogen atom is comparable to that
of Si and Ge and the H–Si or H–Ge bond provides a convenient
structural and electronic termination of the nanostructure [18].
For II–VI type semiconductors, experimentally, organic molecules
like trioctylphosphine (TOP) or trioctylphosphine oxide (TOPO)
are often used to passivate nanoparticles [32]. However, these pas-
sivation agents have a complex chemistry and a thorough under-

S. Anandampillai et al. / Comput. Methods Appl. Mech. Engrg. 197 (2008) 3378–3385 3381



Author's personal copy

standing of their atomic nature in computational work is still
inadequate.

Some of the previous work involving passivation of semiconduc-
tor nanoparticles includes Wang and Zunger [39] who proposed an
empirical ‘‘ligand potential” for quantum dots of CdSe. In this mod-
el, by placing positive (negative) short ranged electrostatic poten-
tials near surface cations (anions) and choosing a Gaussian form
of the ligand potential with parameters chosen based on the surface
electron states, they were able to create a simple atomistic model.
However, some shortcomings in this approach, especially in the
case of non-stoichiometric CdSe quantum dots are that, this proce-
dure does not completely remove some of the gap states and an
artificial shift of the Fermi level is required [33]. Also it is not clear
whether a single ligand potential could be used for a variety of dan-
gling bonds and due to the empirical nature of the parameterization
no criteria exists to optimize the passivation procedure. Shiraishi
[34] proposed a new slab model approach for a GaAs surface. They
fashioned fictitious hydrogen atoms, H* to passivate the surface.
Their fictitious hydrogen potentials were based on fractionally
charged hydrogen atoms, i.e., a fractional proton charge with a cor-
responding fractional electron charge. The choice of the fractional
proton charge is based on a simple chemical consideration of a
covalent bond. In GaAs, the formal valence of Ga is three and As is
five. As such, 3/4 of an electron from each Ga atom and 5/4 of an
electron from each As atom combine and form covalent bonds be-
tween them. Therefore, the fractional 3/4 (5/4) charged fictitious
atoms are considered as an appropriate choice to terminate the sur-
face As (Ga) dangling bonds. Wang and Li proposed a similar model
where they used fictional hydrogen-like atoms to passivate III–V
and II–VI semiconductor quantum dots [21]. In their work, they
used a nuclear charge of (8-m)/4 to passivate a surface atom with
formal valence charge ‘m’. Huang et al. [18] used a similar system
for surface passivation. He proposed a quantitative norm for choos-
ing the passivating potentials which was based on a ‘metric’ found
through an analysis of group IV semiconductors. He used density-
functional theory within the local-density approximation to solve
for the electronic structure of GaAs quantum dots and ab initio
pseudo-potentials were generated using the Troullier–Martins pre-
scription [36]. There are no repercussions of choosing this fictitious
passivation ligand. It is a well tested methodology as seen above
[18,21]. The key benefit of the assumption is ease in modeling
and reduced computational load. Band gap energy values arrived
from experimental and computational means using ‘‘real life” li-
gands and pseudo-hydrogen atoms, respectively, have shown close
correlation [18].

For the case of hydrogen passivated Si surfaces Z = 1, however
for III–V and II–VI systems, Z is not an integer. From the literature,
Z = 1.0, 0.75, 0.5, 1.25, 1.5 for IV, V, VI, III, II row atoms, respectively
[38]. A half bulk bond length is used as the H* atom to surface atom
bond length for all the systems. Accordingly, two kinds of pseudo-
hydrogen atoms are used in our modeling tool2: one for capping
cadmium and the other one for capping selenium. Thereby, we have
the cadmium: pseudo-hydrogen with Z = 1.5 nuclear charge and the
selenium: pseudo-hydrogen is Z = 0.5 nuclear charge. The pseudo-
potentials for the aforementioned pseudo-hydrogen atoms were
generated using Vanderbilt’s ultrasoft pseudo-potential generation
package (USPP-7.3.6) [37]. The standard method for generation of
the pseudo-potential for the hydrogen atom was modified to account
for a partial nuclear charge and the appropriate semicore shells were
included in valence. The exchange-correlation used by the program
was Ceperley–Alder [5] in Perdew–Zunger parameterization [29].

To obtain the equilibrium bond length of cadmium and sele-
nium atoms with the pseudo-hydrogen atoms, a simple relaxa-

tion involving a tetrahedral structure, shown in Fig. 2 with one
cadmium atom and four pseudo-hydrogen atoms was performed
using DFT with the ultrasoft pseudo-potential for cadmium and
the newly generated pseudo-potential for pseudo-hydrogen
atoms. A similar procedure is adopted for the selenium atoms
as well. The cadmium–X (pseudo-hydrogen) bond length was
found to be 1.798 Å and the selenium–Xa (pseudo-hydrogen)
bond length was found to be 1.586 Å. The exact numbers of cap-
ping hydrogen atoms are carefully added on the surface to pas-
sivate all the dangling bonds. Four CdSe structures of varying
size were used for this study: a 1.0 nm, a 1.1 nm, a 1.3 nm and
a 1.4 nm (after capping with pseudo-hydrogen atoms) as shown
in Fig. 3.

4.2. Relaxation of the quantum dot structure

DFT was used to perform the relaxation of the quantum dot.3

A simple cubic lattice is assumed with lattice parameter a = 3.0 (in
Bohr), 26 atoms in the unit cell with four species of atoms. The ki-
netic energy cutoff (Ry) for the wave function was taken as 25
with the maximum number of iterations in a self-consistent field
step (SCF) set to 1000. In the SCF method, an initial set of orbitals
is used to generate a new set of orbitals and the procedure is re-
peated until the convergence criteria are met, that is, the energy
difference between two sequential steps is less than 10�6 Ry. A
second order formula is used to extrapolate the wave functions
and potential from preceding steps. We have used Vanderbilt’s
ultra soft pseudo-potentials [37] available for cadmium and sele-
nium [20] from the PWscf library along with generated pseudo-
potentials for X and Xa species.

A similar relaxation and band gap study was also repeated on a
1.0 nm quantum dot. The computational results exhibited absence
of HOMO–LUMO differentiation with several energy states clearly
indicating the need for passivation. The reported self-healing of
uncapped quantum dot [30] may need re-examination. Some of
the relevant results, both before and after relaxation of the quan-
tum dots, are specified in Table 1 and Fig. 4.

4.3. Molecular docking with DNA

Molecular docking must be performed to obtain reasonably
favorable ‘‘binding” locations between the appropriately relaxed
quantum dot and the DNA as a starting position for the actual
interaction calculations.4 The macromolecule (DNA, PDB ID from
the nucleic acid database 1bna) and the ligand (quantum dot repre-
sentation) are individually prepared before docking. Gasteiger
charges [13] are computed for the DNA structure. Here, the DNA is

Fig. 2. Single selenium atom bonded to four pseudo-hydrogens and the optimized
bond length of 1.586 Å after DFT relaxation.

2 Materials studio 4.1 (Accelrys Inc., 2006).

3 Using PWscf software [3].
4 The program used is Autodock 3.0 [25].
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fixed and the quantum dot is given a set of torsions, in our case 16,
for the 1.1 nm quantum dot to provide degrees of freedom for it to
relax in the presence of the DNA. Torsions help in the definition of
rotatable bonds in small molecules. Partial atomic charges are used
to compute the electrostatic interaction energy using Coulomb’s
law and also for a qualitative understanding of the structure and
reactivity of molecules. Partial charges for ligand atoms have been
computed earlier by different methods. [10] used first principle
methods on bulk CdSe; more recently [32] used semi empirical
methods to determine partial charges; in the present work, we have
calculated the partial charges of all the atoms in the system as Low-
din charges [22] using DFT after relaxing the quantum dot.5 This
method determines atomic populations from projecting the electron
density onto the nuclei. The partial charge for the three atom types
(Cd, Se, and capping atoms) were different depending on what atom
each of them were bonded to. Hence it was important to calculate
them from first principles rather than assume a charge based on
their electronegativities. Cadmium has a positive charge between
1.839 and 1.675; selenium has a negative charge between �1.820
and 1.821 and capping atom (pseudo-hydrogen) has a net negative
charge between �0.424 and �0.428.

The computational grid is set up as a rectangular box encom-
passing the DNA. Since there is no a priori information on where
the quantum dot would prefer to reside relative to the DNA the
whole molecule is used for the search algorithm (Lamarckian ge-
netic algorithm). This is computationally intensive but removes
any bias on the search for the preferred locations. The interaction
between the macromolecule and ligand is heavily dependent on
type of atoms, the number of atoms, and partial charges and
the position of these atoms. A set of 10 calculations (total sample
size of 200) were run on the 1.1 nm sized dot to generate enough
statistical data. After checking the set of locations determined by
the docking procedure relative to the DNA, one suitable location
is chosen based on the lowest interaction energy.

The searched set of coordinates of the DNA and the quantum
dot, form a starting point for our next level of calculations. In

Fig. 5, we show one such configuration of the two molecules with
respect to each other.6

4.4. Quantum dot–DNA interaction: combined relaxation using DFT

Ideally, the next phase of this calculation would be the com-
bined relaxation of the configuration(s) determined from the dock-
ing calculation. This is an especially important step because the
DNA molecule was fixed during the docking calculations and there
was no feed-back mechanism for the DNA to relax in the presence
of the QD or for the QD to respond to any changes in the DNA. Also,
the DNA configuration was not obtained from a co-crystal but from
an un-bounded solution-phase free DNA duplex. However, as men-
tioned earlier, this is not possible due to the unavailability of suit-
able empirical force fields. The latter remains one of the major
impediments in large scale high fidelity computation of this prob-
lem. Accordingly, in the present work, we have used DFT once
again to assess the interactions of the combined system. While cer-
tainly this approach is expected to be more accurate than empirical
force field computation, the major drawback is its inability to han-
dle large numbers of atoms and, as such, we could only use a por-
tion of the DNA molecule in the interaction studies in addition to
small-sized quantum dots (1.1 and 1.3 nm).

5. Results and discussion

The quantum dot HOMO–LUMO energy gaps before and after
interactions with the DNA are reported in Table 2. As is well-
known, DFT is suitable for ground state total energy calculations
and, for example, underestimates energy gaps. Remedies exist to
correct this (e.g. [16,43,31,8]). Here, we employed a constant addi-
tive factor to correct for this based on the bulk band gap values [9].
In any event, our interests are in relative shifts which are expected
to be reasonable.

Evidently, we do not observe a significant change in the energy
gap. We observe a small (albeit measurable) ‘red shift’. We cannot
at this point draw parallels between previously reported experi-
mental results and our computational work nor can we conclu-
sively explain the exact reason for the large wavelength shift
seen in the experiment. However, we can draw some preliminary
conclusions. The maximum quantum dot diameter that we have
so far simulated is 1.3 nm without the ZnS and the bio-polymeric
layers of coating used in the commercially available quantum dots
(core diameters 4–10 nm). Given that with increasing size, based
on the qualitative trends from our work as well as on physical
grounds, we expect the shift to be even smaller; the contrast be-
tween our results and the singular experimental evidence is puz-
zling and requires re-examination. Furthermore, we note here
that our simulations are carried out in vacuum (corresponding to
the vacuum dielectric constant). In realistic scenarios, screening ef-
fect of the embedding fluid will further serve to decrease the shift
yet further thus effectively ruling out the role of non-bonded inter-
actions in the use of quantum dots as biosensors. We speculate
that in absence of active engineering of either the quantum dot
surface or through other means (perhaps through defects), quan-
tum dot interaction with biomolecules is likely to be small leaving
FRET (fluorescence resonance energy transfer) as the dominant
current interaction mechanism. This assertion is supported by at
least one empirical work [28]. These authors attempted to employ
CdSe quantum dots to detect trace amounts of 2, 4, 6 trinitrotolu-
ene. The shifts observed by them are also around 8–12 nm. Once

Fig. 3. The above models show capped CdSe quantum dots of various diameters:
cadmium: (orange); selenium: (beige); X hydrogen: (red); Xa hydrogen: (white). (a)
1 nm, (b) 1.1 nm, (c) 1.3 nm, and (d) 1.4 nm. (For interpretation of the references in
color in this figure legend, the reader is referred to the web version of this article.)

5 The program used is PWscf [3].

6 The images are rendered with VMD software support (The Theoretical and
Computational Biophysics group at the Beckman Institute, University of Illinois at
Urbana-Champaign) [26].
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source of error in our computation requires further work namely,
the DNA and QD are not co-relaxed and only the QD is relaxed in
the presence of the DNA. In reality, the changes in QD are expected
to impact the DNA configuration as well. We speculate that this er-
ror is small however, in absence of any rigorous proof, this assump-
tion is best revisited in the future.
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