
Contents lists available at ScienceDirect

Journal of the Mechanics and Physics of Solids

Journal of the Mechanics and Physics of Solids 87 (2016) 115–129
http://d
0022-50

n Corr
E-m
1 Th

polariza
journal homepage: www.elsevier.com/locate/jmps
A new type of Maxwell stress in soft materials due to quantum
mechanical-elasticity coupling

Xiaobao Li a, Liping Liu b,c, Pradeep Sharma a,d,n

a Department of Mechanical Engineering, University of Houston, Houston, TX 77204, USA
b Department of Mathematics, Rutgers University, NJ 08854, USA
c Department of Mechanical Aerospace Engineering, Rutgers University, NJ 08854, USA
d Department of Physics, University of Houston, Houston, TX 77204, USA
a r t i c l e i n f o

Article history:
Received 1 June 2015
Received in revised form
22 November 2015
Accepted 26 November 2015
Available online 28 November 2015

Keywords:
Soft material
Quantum mechanical-elasticity coupling
Nanoactuator
x.doi.org/10.1016/j.jmps.2015.11.009
96/& 2015 Elsevier Ltd. All rights reserved.

esponding author at: Department of Mecha
ail address: psharma@uh.edu (P. Sharma).
e electromechanical coupling is one-way in
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a b s t r a c t

All dielectrics deform when subjected to an electric field. This behavior is attributed to the
so-called Maxwell stress and the origins of this phenomenon can be traced to geometric
deformation nonlinearities. In particular, the deformation is large when the dielectric is
elastically soft (e.g. elastomer) and negligible for most “hard” materials. In this work, we
develop a theoretical framework which shows that a striking analog of the electrostatic
Maxwell stress also exists in the context of quantum mechanical-elasticity coupling. The
newly derived quantum-elastic Maxwell stress is found to be significant for soft nanoscale
structures (such as the DNA) and underscores a fresh perspective on the mechanics and
physics of polarons. We discuss potential applications of the concept for soft nano-ac-
tuators and sensors and the relevance for the interpretation of opto-electronic properties.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The electrostatic Maxwell stress represents a peculiar one-way electromechanical coupling. All dielectrics deform under
the action of an electric field.1 For conventional crystalline dielectrics, e.g. Silicon, this deformation is negligible. Maxwell's
stress therefore is of little significance in hard materials. Qualitatively, the mechanical strain due to the Maxwell's stress
scales as ∼ϵE Y/22 where ϵ is the permittivity of the material, E indicates the magnitude of the electric field and Y represents
the elastic stiffness of the dielectric. Evidently a softer material is more susceptible to the Maxwell stress and experiments
indicate that strains of 100% and even more may be achieved in soft dielectrics like elastomers (see Fig. 1) (Pelrine et al.,
2000; Keplinger et al., 2010; Li et al., 2013).

Numerous works, both classics and modern expositions, have contributed to our understanding of the Maxwell stress
and related matters. For example, some of the earlier works are (Toupin, 1956; Eringen, 1963; Pao, 1978; Eringen and
Maugin, 1989) and more recently, the topic has been revisited by many groups: (Dorfmann and Ogden, 2005; McMeeking
and Landis, 2005; Suo et al., 2008; Zhao and Suo, 2008; Liu, 2013, 2014). The modern impetus for this topic arises due to the
rather tantalizing applications of soft multifunctional materials. Unlike their hard counterparts, soft materials are usually
lighter, cheaper, easily fabricated and are capable of large deformations. The potential advantages of soft materials as
nical Engineering, University of Houston, Houston, TX 77204, USA.

the sense that although an electric field deforms the material, a mechanical force does not induce a
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Fig. 1. The figure on the left shows the initial state (reference configuration) of the dielectric in the absence of an external electric field. The figure on the
right shows the areal expansion and the reduction in the thickness due to the Maxwell stress produced by an applied electric field (current configuration).

Fig. 2. A charge carrier is injected/activated into the small scale soft material and is trapped at a certain location. The charge carrier together with localized
surrounding deformation forms the quasi-particle called polaron. The strain field depends on the electron–acoustic coupling strength. Once a polaron is
formed, any stimuli that disturbs the quantum field (wave function) will alter the strain field thus causing additional mechanical deformation.
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artificial muscles, actuators, optical fiber switches, energy harvesters, and even as medical devices, are well-documented
(Fraysse et al., 2002). The many clever applications of the Maxwell stress concept in the context of soft multifunctional
materials, that range from energy harvesting to soft loud speakers, are well-illustrated recently by the works of Koh et al.
(2011), Zhao et al. (2007), Zhao and Suo (2010), and Li et al. (2013). In particular, Maxwell stress may be combined with the
notion of electrets to design novel kinds of apparently piezoelectric materials (Kacprzyk et al., 1995; Paajanen et al., 2000;
Bauer et al., 2004; Wegener and Bauer, 2005; Hillenbrand and Sessler, 2008; Deng et al., 2014a,b; Alameh et al., 2015).

In parallel to electrostatics, significant research also exists on the effect of mechanical strain on the quantum mechanical
state of materials (Jiang and Singh, 1997; Johnson et al., 1998; Stier et al., 1999; Maranganti and Sharma, 2006). This topic, in
particular, was strongly revitalized with the advent of the modern semiconductor technology in the early seventies. Strain is
now widely used to tweak the electronic structure of quantum dots, wires and related structures—the band gap for instance.
Such quantum structures, in turn, find applications in next generation lighting (Arakawa, 2002; Nakamura et al., 2002),
lasers (Bhattacharya, 2000; Deppe and Huffaker, 2000) and sensors (Bhattacharya et al., 2002) among others (Grundmann
et al., 1995; Tersoff et al., 1996; Bimberg et al., 1999; Williamson and Zunger, 1998; Bimberg, 1999; Bandhyopadhyay and
Nalwa, 2003).

Aside from the effect of mechanical strain on the quantum state of materials, the converse effect also exists. Such an
effect was first explicitly pointed out by Zhang et al. (2007) although other groups have alluded to this as well (Campbell
et al., 1982; Conwell and Rakhmanova, 2000; Verissimo-Alves et al., 2001; Cristiano, 2009; Zhang et al., 2009). The central
notion is that provided the structure is small enough for quantum effects to be apparent, not only does the strain impact the
electronic signature of the nanostructure but also that any change in its electronic structure or quantum state may lead to a
spontaneous deformation. Specifically Zhang et al. (2007, 2009) reported that the mechanical strain can be induced by
solely changing the quantum field, or more generally, the electronic structure of quantum dots. Others have shown that
spontaneous local deformation (distortion or tension) can be induced in some one-dimensional materials, e.g. polymer
chain and carbon nanotubes (Campbell et al., 1982; Conwell and Rakhmanova, 2000; Verissimo-Alves et al., 2001; Cristiano,
2009). The physical origin of the induced deformation is the electron–acoustic phonon coupling which is also referred to as
acoustic polaron.2 For small enough nano structures, injecting a charge carrier may form a polaron—which may be
2 There are many other types of electron–phonon coupling such as the electron–piezoelectric polaron or electron–optical phonon couplings which are
discussed in other contexts (Mahan and Hopfield, 1964; McCombe and Kaplan, 1968).
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understood in rather simplistic terms as a charge carrier surrounded by a “cloud” of strain (or in the terminology of phy-
sicists, “frozen” phonons). Any stimuli that interacts with the charge carrier will then disturb the surrounding strain field
and hence cause deformation (Fig. 2).

All prior works have exclusively worked in the realm of small deformation—for good reasons. Their intended application
materials (conventional semiconductors, nanotubes) are elastically stiff. However, both experimental and theoretical re-
search have shown that polarons are a significant contributor to the charge transport properties of soft nano structures such
as DNA and polymer chains. Since the concept of electrostatic Maxwell's stress emerges from the correct accounting of
geometrically nonlinear deformation in the context of electric-field elasticity interaction, we were inspired to explore a
similar possibility in the case of quantum-elasticity coupling. In this work, we propose that analogous to the electrostatic
Maxwell's stress, there exists a nonlinear stress that emerges out of the coupling between quantum field and elasticity. Our
theoretical model ties the quantum-mechanical Maxwell stress to acoustic polarons. We present illustrative examples which
suggest that the aforementioned effect is significant for soft nanostructures like DNA and polymer chains.

The paper is organized as follows. The theoretical framework for the quantum Maxwell stress is developed in Section 2.
In Section 3, we present both an analytical method and a numerical approach which are used to solve two illustrative
examples—one pertaining to hard materials (carbon nanotube) and the other for a soft nanostructure (DNA). In Section 4, we
also present the quantum Maxwell stress effect for polaron-induced bending of DNA. We conclude in Section 5, where we
also discuss potential future research directions.
2. Maxwell stress due to quantum mechanical-elasticity coupling

In what follows, we develop a mathematical framework to reveal the existence of the quantum Maxwell stress. Our
general approach to couple elasticity with quantum mechanical effects (or electronic structure) is in the spirit of envelope
function and k p. . approach (Singh, 1992; Davies, 2000). The envelope function approach is simple and provides significant
computational advantages for electronic structure calculations of quantum dots, bulk semiconductors and their hetero-
structures. For example, if only a single band (conduction and one of the valence bands) are accounted for, this approach
amounts to simply solving a single Schrödinger's equation with a renormalized electron mass and effective potential. We
adopt this approach in the interest of transparency and analytical tractability. The chosen approach does not impact the
central message of our work. Other formalisms such as Kohn–Sham Density Functional Theory (DFT) could have also been
employed, but the key ideas are most clearly presented in the envelope function approach.

Consider an extra charge carrier (electron or hole) introduced into a dielectric body. Experimentally, there are many
techniques to introduce extraneous charge, such as doping, injection and ionizing radiation. The change in the total energy
functional pertaining to this charge carrier includes three contributions: kinetic energy of the charge carrier; the interaction
energy due to the electron–acoustic phonon coupling; and the elastic strain energy due to the deformation of the dielectric
body. Here, we neglect the kinetic energy of lattice motion by assuming that the time scale dictating the relaxation of the
extra charge carrier is sufficiently rapid compared to atoms and is able to adjust to the instantaneous positions of the atoms
(Emin and Holstein, 1976). We also restrict ourselves to a non-spin energy calculation throughout this work.

Our starting point is the formulation of the Hamiltonian of the coupled system in terms of the wave function of the extra
charge carrier and the elastic deformation. To define the deformation of the body, it is necessary to choose a reference
configuration Ω ⊂R

3 of the body. Though the choice of reference configuration can be arbitrary and has no physical
consequence, in elasticity the reference configuration is conventionally chosen to be the natural stress-free state. Let
χ Ω Ω→: R be the deformation of the body and ψ Ω →:  be the electronic wave function which describe the state of the
system. Alternatively, we can describe the state of the system by the displacement Ω →u: R

3 and wave function Ψ Ω →: R 

in the reference configuration:

χ ψ Ψ= ( )≕ + ( ) ( )≕ ( ) ( )x X X u X x X, . 1

Here and subsequently, we denote by x (resp. X) the spatial/Eulerian (resp. material/Lagrangian) coordinates, and by grad/
div and Grad/Div the gradient/divergence operator with respect to x and X, respectively. Also, we denote by

χ= = = ( )JF F C F FGrad , det , 2T

the deformation gradient, the Jacobian, and the Cauchy–Green strain tensor, respectively. The quantum mechanical nor-
malization condition must also be satisfied:

∫ ∫ψ Ψ| ( )| = | ( )| = =
( )Ω Ω

J Nx Xdv dV 1.
3

2 2

R

We are interested in the effects of elastic strain on the quantum mechanical state of the material. To this end, we
phenomenologically postulate that the Hamiltonian of the system is given by (Holstein, 1959)

⎡
⎣⎢

⎤
⎦⎥∫χΨ Ψ Ψ[ ] = ℏ | | + | | ( ) + ( )

( )Ω ⁎
−H

m
J WF F F,

2
Grad JU dV,

4

2
1 2 2

R
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where mn is the effective mass of the charge carrier, the first term is precisely the kinetic energy of the charge carrier since

∫ ∫Ψ ψℏ | | = ℏ | |
Ω Ω⁎

−
⁎m

J
m

F
2

Grad dV
2

grad dv,
2

1 2
2

2

R

the term →×U: 3 3  models the potential due to strain as seen by the charge carrier since

∫ ∫Ψ ψ| | ( ) = | |
Ω Ω

UFJU dV dv,2 2

R

and the last term →×W: 3 3  is the elastic strain energy density.
The ground state of the system is determined by the minimization problem

χΨ[ ]
( )χΨ( )∈

Hmin , ,
5,

where the admissible space for ( χΨ , ) requires that

∫χ χΨ Ψ Ψ= {( ) | | < + ∞ | | = | = }
Ω Ω

Ω∂J, : sup Grad , dV 1 and 0 .2

R R
R

We remark that the integrability conditions in the above equation are necessary for defining the Hamiltonian (4).
To explore possible nontrivial polaron solutions to (5), we now calculate the associated Euler–Lagrangian equations.

Assuming that χΨ( ), minimize χΨ[ ]H , , we consider variations δ δ( ∈ ⪡)and :

χ χ χδ Ψ Ψ δΨ= + ˜ = + ˜ ( )δ δ, , 6

where χ̃ and Ψ̃ are the admissible variations. Then the first variation of H will vanish for all admissible variations χΨ( ˜ ˜ ), :

⎛
⎝⎜

⎞
⎠⎟∫χ

δ
Ψ λ Ψ= ≔ [ ] − | |

( )
δ

δ
δ δ δ

Ω
δ δ

=

d
d

I I H J0 , dV ,
70

2

R

where the second term in δI arises from the normalization condition (3) and λ is the associated Lagrange's multiplier.
Though standard, the explicit calculations of first variations are presented for readers' convenience. First, we consider
variations of wave function: χ χ=δ and Ψ Ψ δΨ= + ˜δ . Then

⎡
⎣⎢

⎤
⎦⎥

⎧⎨⎩
⎡
⎣⎢

⎤
⎦⎥

⎫⎬⎭

∫

∫

δ
Ψ Ψ Ψ Ψ λ ΨΨ

Ψ Ψ λ Ψ Ψ

= ℏ · ˜ + ( ) ˜ − ˜ +

= − ℏ ( ) + ( ) − ˜ +
( )

δ

δ Ω

Ω

=
⁎

−

⁎
−

d m
J J c c

m
J J c c

C F

C F

dI
2

Grad Grad JU . . dV

2
Div Grad JU . . dV

8

0

2
1

2
1

R

R

where the second equality follows from the divergence theorem and c c. . refers to the “complex conjugate”. Since the above
quantity vanishes for arbitrary Ψ̃ , an equilibrium state necessarily satisfies the first Euler–Lagrange equation:

Ψ Ψ λ Ψ Ω− ℏ [ ] + ( ) = ( )⁎
−

m
J JC F

2
Div Grad JU in 9R

2
1

Alternatively, by change of variables χ→ = ( )X x X we rewrite the first line in (8) as

⎡
⎣⎢

⎤
⎦⎥

⎧⎨⎩
⎡
⎣⎢

⎤
⎦⎥

⎫⎬⎭∫ ∫δ
ψ ψ ψ ψ λψψ ψ ψ λψ ψ= ℏ · ˜ + ˜ − ˜ + = − ℏ ( ) + − ˜ +

( )
δ

δ Ω Ω=
⁎ ⁎d m

U c c
m

U c c
dI

2
grad grad . . dv

2
div grad . . dv,

100

2 2

which implies the familiar Schrödinger's equation in the current configuration:

⎡
⎣⎢

⎤
⎦⎥ψ λψ Ω− ℏ ∇ + =

( )⁎m
U

2
in .

11

2
2

We remark that the above equation also follows from (9) by the change of variables →X x .
Next, we consider variations of deformation: χ χ χδ= + ˜δ and Ψ Ψ=δ . Though the wave function Ψ is not varied as seen

from the reference configuration, the kinetic energy and interaction energy in the Hamiltonian (4) do change because the
spatial wave function χψ Ψ( ) = ( ( ))δ

−x x1 does vary. To compute their contributions in changes of Hamiltonian, we recall the
algebraic identities χ( ˜ = ˜ )F Grad :

δ δ δ δ

δ δ δ δ

= + ˜ + ( ) = − ˜ + ( )

= [ + ( ˜)] + ( ) = − ( ˜ + ˜ ) + ( )
δ δ

δ δ

− − − −

− − − − − − −

o o

J J o o

F F F F F F FF

F F C C F FC C F F

,

1 Tr , ,T T

1 1 1 1

1 1 1 1 1 1

and introduce the following quantities:
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σ σ σ

Ψ λ Ψ

λ ψ

Σ Σ Σ

Σ Σ Σ

= | | ∂ ( )
∂

= ∂ ( )
∂

= − | |

= = = = − | |
( )

−W
J

J J J

F
F

F
F

F

F F F I

JU
, , ,

1
,

1
,

1
.

12

T

T T T

int
2

mech chem
2

int int mech mech chem chem
2

In the classic continuum mechanics, the quantities in the first line of (12) can be identified as the Piola–Kirchhoff stress (of
various physical origins) whereas the quantities in the second line are the Cauchy stress. Then we have that

δ
≕ + + +

( )
δ

δ=

d
d

I T T T T1 2 3 4,
130

where terms T T T1, 2, 3 and T4 arise from the 1st, 2nd, 3rd term on the right-hand side of (4) and Lagrange's multiplier term
in (7), respectively. Tedious but straightforward calculations yield that

⎡⎣∫

∫

∫ ∫
∫ ∫
∫ ∫

χ

χ

χ σ χ

χ σ χ

χ σ χ

Ψ Ψ Ψ

Ψ Ψ

ψ ψ ψ ψ ψ

Σ

Σ

Σ

= ℏ | | − ( ) ⊗ ( )

−( ) ⊗ ( )] ˜

= ℏ | | − ⊗ − ⊗ ˜

= · ˜ = · ˜

= · ˜ = · ˜

= · ˜ = · ˜
( )

Ω

Ω

Ω Ω

Ω Ω

Ω Ω

⁎
− − − ⁎

− ⁎ − −

⁎
⁎ ⁎

T
J

m

m

T

T

T

F I F F

F F F

I

1
2

Grad Grad Grad

Grad Grad , Grad dV

2
grad grad grad grad grad , grad dv,

2 Grad dV grad dv,

3 Grad dV grad dv,

4 Grad dV grad dv,
14

T T T

T T T

2
2

2
2

int int

mech mech

chem chem

R

R

R

R

where 〈 〉, denotes the inner product over a complex field, and the second equalities in the above equations follow from the
change of variables →X x . In analogy with T T T2, 3, 4, we rewrite the first of (14) by introducing the quantum Maxwell
stress3

Ψ Ψ Ψ Ψ ΨΣ = ℏ [| | − ( ) ⊗ ( ) − ( ) ⊗ ( )] ( )⁎
− − − ⁎ − ⁎ − −J

m
F I F F F F F

2
Grad Grad Grad Grad Grad 15

T T T T T T
QM

2
2

Collecting all terms in (13), by (7) and (14) and the divergence theorem we have the second Euler–Lagrange equation:

ΩΣ Σ Σ Σ[ + + + ] = ( )Div 0 in , 16Rmech int chem QM

and boundary condition:

ΩΣ Σ Σ Σ( + + + ) = ∂ ( )N 0 on , 17Rmech int chem QM

where N is the unit outward normal on Ω∂ R. By a direct change of variables →X x , in the current configuration we can
rewrite the quantum Maxwell stress as

σ ψ ψ ψ ψ ψ= ℏ [| | − ⊗ − ⊗ ] ( )⁎
⁎ ⁎

m
I

2
grad grad grad grad grad 18QM

2
2

and (16) and (17) as

⎪

⎪⎧⎨
⎩

σ σ σ σ
σ σ σ σ

Ω
Ω

[ + + + ] =
( + + + ) = ∂ ( )n

div 0 in ,

0 on . 19

mech int chem QM

mech int chem QM

We remark that Eqs. (16) and (19)1 are the mechanical equilibrium equation in the reference and current configurations,
respectively. As demonstrated in the above calculations, the quantum Maxwell stress σΣ /QM QM emerges through the con-
sideration of large deformation and geometric nonlinearities. Those familiar with the origins of the electro-static Maxwell's
stress will note the striking analogy. Beside the new derived quantum Maxwell stress, there are stresses due to electron–
3 This terminology is ours. To the best of our knowledge, this particular stress has not been previously identified in the literature. Given the close
analogy to the well-established electrostatic Maxwell stress, this terminology appears to be quite appropriate. Moreover, the proposed concept is con-
sistent with previous works as discussed in Ref. Fock (1930), Nielsen and Martin (1983), and Maranganti and Sharma (2010), where the quantum stress is
defined as the variation of the total Hamiltonian with respect to strain of the system. We emphasize that the stress (the conjugate variable of deformation
gradient for the total energy) we identify here is based on classic field mechanics instead of the microscopic molecular dynamical models where the stress
is defined based on discrete microscopic models (Liu and Qiu, 2009; Xu and Liu, 2009). We think both approaches are acceptable in classic and quantum
mechanics. No matter which starting models one starts, the stress we defined here should always exist.



Fig. 3. A charge carrier is injected/activated into an 1D nanoscale soft dielectric such as a quantum wires or a nanotube. The charge carrier causes local
deformation. The material experiences tension or compression depending on the electron–acoustic coupling. If several polarons are formed, a macro-
scopically observable deformation occurs (e.g. ΔL).
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acoustic phonon interaction and the external applied force. It is seen that the quantum Maxwell stress arises purely from
quantum mechanical-elasticity coupling which implies that even for the materials with a very weak electron–phonon
coupling constant, the quantum Maxwell stress will still be present and may cause deformation.

For reasonable physical behavior, the Hamiltonian must be invariant under rigid rotations and conform to the underlying
material symmetries:

⎪

⎪⎧⎨
⎩

( ) = ( ) ( ) = ( ) ∀ ∈ ( ) ∈
( ) = ( ) ( ) = ( ) ∀ ∈ ∈ ( )

×

×

U U W W

U U W W

QF F QF F Q F

FR F FR F R F

and SO 3 , ,

and , , 20

3 3

3 3





where denotes the point group of the material. Also, we anticipate that the non-polaron trivial state at the absence of
charge carrier,

Ψ = =x X0 and ,

must be a critical point of the Hamiltonian χΨ[ ]H , , implying that

Σ | = ∂ ( )
∂

| = ( )= =
W F

F
0. 21F I F Imech

Eqs. (20) and (21) place useful restrictions on the possible form of deformation potential ( )U F and strain energy density. For
example, if the material is (statistically) isotropic = ( )SO 3 , the only possible linearized deformation potential must be of
form α= ∇·U u.
3. Polaron induced elongation and compression

Obtaining solutions to the highly nonlinear three-dimensional equations derived in the preceding section is a non-trivial
endeavor. However, polarons are known to occur in one-dimensional nano structures such as polymer chains (Campbell
et al., 1982; Basko and Conwell, 2002), macromolecules like the DNA (Conwell and Rakhmanova, 2000; Wang et al., 2006;
Zekovic et al., 2011) and nanotubes like carbon nanotubes (CNTs) (Verissimo-Alves et al., 2001; Cristiano, 2009). In this
section, we fruitfully use this fortuitous observation to obtain insights into the newly derived quantum Maxwell-stress by
solving some illustrative one-dimensional problems.

To explore the ramification of quantum Maxwell stress in materials, we first consider one dimensional (1D) materials/
structures such as quantum wires under tension or compression (Fig. 3). In this case, it suffices to describe the deformation
by longitudinal displacement ( − ) →u L L: , . Let γ = + u1 x be the stretching. For simplicity, we stipulate that only axial
stretching and axial length changes are possible,4 and assume that the deformation potential is given by αε=U (ε γ= − 1 is
the strain) and strain energy density function is given by ε=W k1

2
2 for some >k 0. Then by (4) the Hamiltonian of the

system can be written as

⎡
⎣⎢

⎤
⎦⎥∫Ψ

γ
Ψ γ γ Ψ γ[ ] = ℏ | | + ( )| | + ( − )

( )− ⁎H u
m

U k,
2

1
dX dX

1
2

1 dX.
22L

L

X

2

,
2 2 2

By (9) and (16) (or (11) and (19)), the associated Euler–Lagrange equations can be written as
4 Realistically, certainly for soft nanostructure, off-axis deformation involving bending, twisting that is coupled to elongation/compression is also
possible. We defer such complexities for a future work although we will separately consider bending in later in the next section
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⎧

⎨
⎪⎪⎪

⎩
⎪⎪⎪

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

γ
Ψ γ γ Ψ λγΨ

γ
Ψ γ

γ
Ψ

γ
λ Ψ

− ℏ + ( ) =

ℏ − ∂( )
∂

| | − ∂
∂

+ | | =
( )

⁎

⁎

m
U

m
U W

2
1

,

2
1

0
23

X
X

X

X

2

,
,

2

,

2
2 2

,

in the reference configuration, or equivalently in the current configuration,

⎧

⎨
⎪⎪

⎩
⎪⎪

⎡
⎣⎢

⎤
⎦⎥

ψ γ ψ λψ

ψ γ
γ

ψ
γ

λ ψ

− ℏ + ( ) =

ℏ ( ) − ∂
∂

| | − ∂
∂

+ | | =
( )

⁎

⁎

m
U

m
U W

2
,

2
0.

24
x

x

2

,xx

2

,
2 2 2

,

The boundary conditions for free boundaries are

⎧
⎨⎪

⎩⎪
⎛
⎝⎜

⎞
⎠⎟

Ψ

γ
Ψ γ

γ
Ψ

γ
λ Ψ

= = ±

− ℏ + ∂( )
∂

| | + ∂
∂

− | | = = ±
( )

⁎

x L

m
U W

x L

0 at ,

2
1

0 at .
25

X

2

,

2
2 2

3.1. Analytical solution

The boundary value problem (23)–(25) is nonlinear and not amenable to an exact solution. We will find approximate
solutions by a variational method. To obtain some physical insights about the solution to the derived equations and in-
terpretation of the numerical results (presented in the next section), we consider the model system depicted in Fig. 3—that
of a nanowire, chain or a nanotube. We use, as an initial trial solution, the known exact solution to the nonlinear Schrö-
dinger's equation (for the case when the quantum Maxwell stress is neglected):

Ψ ( ) = ( ) ( )X b sech aX , 26

where a and b are adjustable parameters to be determined by minimization of the total energy. The parameter “a” may be
physically interpreted to be the inverse polaron length. This trial function satisfies the requisite boundary conditions (25) if
⪢L a1/ . We remark here that Ref. Verissimo-Alves et al. (2001) have solved this problem for the case of a carbon nanotube
(without, however, the quantum Maxwell stress). Unfortunately, their derivation of the equations is incorrect. In their work,
they minimized the total energy functional with respect to the strain ε rather than the displacement. Based on the known
results (that neglect quantum Maxwell stress), we stipulate that

ε Ψ Ψ= ( ) ( ) ( )⁎c X X 27

where the parameter c is to be determined by the minimization problem. With the two trial functions (26) and (27) thus
defined, we substitute them in the 1D version of energy formulation (22) and the normalization condition specified in (3). In

particular, the normalization condition ∫ γ Ψ| | =
−

dX 1
L

L 2 implies that

= ( − )
( )c

a b
b

3 2
4

. 28

2

4

Moreover, upon evaluating the Hamiltonian (22) we can write the energy of these trial solutions as a function of a b, :
= ( )E E a b, , and determine the parameters a b, by

∂
∂

= ∂
∂

= ( )
E
a

E
b

0, 0. 29

The explicit expression of ( )E a b, and analytical solutions of a b, are too lengthy to be presented here. We will numerically
solve the above algebraic equations (29) in Section 3.3. By comparing with the full numerical solutions to the nonlinear
boundary value problem (23) and (25), we will see that the trial solutions (26) and (27) provide sufficient accuracy to the
problems considered in this work.

3.2. Numerical solution

In this section, we present the direct numerical solutions to the two coupled Euler–Lagrange equations (23) and compare
with the variational analytical approximation. The so-called “imaginary time propagation method” is employed. The reader
is referred to Bao and Du (2004), Knoll and Keyes (2004), and Lehtovaara et al. (2007) for further details. We briefly
summarize the central idea behind the numerical scheme. The imaginary time method is based on using the corresponding



Fig. 4. For CNT, the electronic probability density distribution is not significantly affected by the quantum Maxwell stress. Furthermore, our numerical
results match well with the approximate analytical results, both with and without the quantum Maxwell stress, therefore the distinct curves in the figure
are not distinguishable.
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time-dependent Schrödinger's equation in imaginary time τ( → − )t iby mapping time :

Ψ τ
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δ Ψ
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= − [ ]
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X H u u H u
u

, ,
,

,
. 30

We use the forward Euler method for the time discretization and a second-order central finite difference for the spatial
derivatives. As a starting point for the numerical scheme, we must provide a “reasonable” initial guess (a Gaussian function)
at τ = 0 for the wave function Ψ, stretch ratio γ and the deflection w respectively. We then use an iterative procedure—in
each iteration we substitute the γ and Ψ into Schrödinger's equation and mechanical equilibrium equation to calculate the
new Ψ and γ as the initial guess for next iteration. Convergence is achieved when τ → ∞. For our case, after a number of
tests, we selected τΔ = −10 s3 and Δ = ˚x 0.5 A and ran sufficient time steps until total energy change was less than 10�4 eV.
Throughout the numerical calculations, the wave function is normalized at every time step and the satisfaction of the
boundary conditions is ensured. It is worthwhile to emphasize that by trying different initial guesses, we ensure that the
minimum of the total energy and corresponding wave function and deformation are obtained. The numerical scheme is
reasonable for 1-D systems and may also suffice for some simple 2D geometries. For full three-dimensional calculations with
complex geometry and boundary conditions, newly developed innovative computational methods may be more
suitable (Motamarri et al., 2013; Suryanarayana et al., 2010)

In what follows, we first present results for elongation/compression in a hard material (carbon nanotube) and then for a
soft one (DNA) to highlight what role the quantum Maxwell stress plays or does not play in the mechanical deformation. We
also the effect of quantum Maxwell stress effect as a function of some pertinent material properties.

3.3. Polarons in carbon nanotubes

Carbon nanotubes are heavily researched 1D materials due to their unusual mechanical and electronic properties (Saito
et al., 1998). They also exhibit interesting electro-mechanical coupling behavior which make them candidates for nano
actuators (Baughman et al., 1999; Fraysse et al., 2002). Applied mechanical strain can modify their electronic properties
(Park et al., 1999; Mazzoni and Chacham, 2000). In particular, it has been also found that semiconducting CNTs experience
simultaneous radial distortion and axial tension (contraction) due to polaron formation (Verissimo-Alves et al., 2001;
Cristiano, 2009). These works theoretically explored the mechanism of deformation caused by electron–acoustic phonon
coupling. For comparison purposes, (11,0) CNT is selected as the model system, whose stiffness constant (axial direction) k is
644 eV/Å. The electron–acoustic phonon coupling constant (α) in axial direction is �8.29 eV as reported in Ref. Verissimo-
Alves et al. (2001). All other material parameters are the same as used in Ref. Verissimo-Alves et al. (2001). To simplify the
problem, we did not consider the radial distortion in this example, however, it can be trivially accounted for (if desired).

In Figs. 4 and 5, we show that with and without the new quantum Maxwell stress, the probability density distribution
and strain distribution are essentially identical. The physical implication is that the quantum Maxwell stress has a negligible
effect in CNTs. This is somewhat anticipated following the analogy with the electrostatic Maxwell stress since Young's
modulus of CNTs is quite high and the deformations are small. The maximum strain is ε = [ ( ) ]max cb Sech axmax

2 2 , about
× −1.46 10 5 for both cases indicating that the deformation is mainly induced by the electron–acoustic phonon interaction

and the quantum Maxwell stress does not have much effect. The polaron length ( a1/ ) is 44 nm in this case which is con-
sistent with the reported value in the literature (Verissimo-Alves et al., 2001; Cristiano, 2009). The binding energy is
− × −2.02 10 meV2 . This value is different from two other prior works (Verissimo-Alves et al., 2001; Cristiano, 2009),



Fig. 5. For CNT, the strain distribution does not change with and without the quantum Maxwell stress. The induced strain from numerical and analytical
calculations are identical.
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however, we note that they reported the total polaron energy instead of the binding energy. The binding energy is defined
as the change in the ground state energy due to the charge-lattice coupling which is same as in Osipov (1995) and Alexandre
et al. (2003). Our total polaron energy is 0.061 meV which is close to those in the last two references. As shown in this
section, our reported quantities match well with prior work.

3.4. Polarons in DNA

For the illustration of the quantumMaxwell stress in soft materials, we select a dry DNA chain as a representative 1D soft
polymer. The effective stiffness constant (k0) of DNA is 0.85 eV/Å2 as used in other works (Conwell and Rakhmanova, 2000),
which is one twenty-fourth of polyacetylene. It is necessary to mention that we picked dry DNA because we intend to focus
on the effect of pure quantum mechanical-elasticity coupling. As has been discussed elsewhere (Conwell and Basko, 2003),
the polarizable environment such as water and other solutions can affect the polaron properties as well as deformation. In
that case, the formulation has to be changed to include environment interaction—certainly beyond the scope of the current
work. We will make further remarks regarding the applicability of the current model for DNA and its broader implications in
the discussion section.

In DNA, the effective mass of charge carrier can be obtained from the transfer integral through the tight-binding method.
It is known that the transfer integral depends on the DNA geometry as well as environment (Conwell, 2005). Both density
functional theory (DFT) calculations and theoretical methods estimate that the transfer integral is within range 0.02–0.3 eV
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(Conwell and Rakhmanova, 2000; Voityuk et al., 2001; Chang et al., 2005). The effective mass is therefore written as

= ℏ ( )⁎m t a/2 312
0

2

where t0 is the transfer integral in thermal equilibrium and a is the lattice parameter (3.4 Å). The explicit electron–phonon
coupling constant dependence on transfer integral is not fully clear yet (Conwell and Rakhmanova, 2000). The simple
assumption has been made in the past is that transfer integral is linearly dependent on the net displacement through

α= − ( − )+ +t t u un n n n1, 0 0 1 (Conwell and Rakhmanova, 2000; Basko and Conwell, 2002) where α0 is effective electron–phonon
coupling constant and un is lattice displacement at each site. Without loss of any generality, given our intent here, we treat
the transfer integral and coupling constant as a fixed value for the DNA. We note that, since our model is based on the
Holstein model, the coupling constant has the following correspondence: α α= a4 0 and =k k a4 0 . We will shortly discuss the
dependence of the quantum Maxwell stress dependence on those parameters.

As shown in Fig. 8, the quantum Maxwell stress has a significant effect on the deformation in DNA. It tends to reduce the
compression. The maximum strain is reduced from �14.7% to �10.7% which corresponds to the total length change of
0.71 Å and 0.66 Å respectively. Polaron length is increased from 2.41 Å to 3.08 Å which occupies about 4–6 lattice sites as
seen from Fig. 7. Binding energy is decreased from �0.2 eV to �0.15 eV due to the quantum Maxwell stress—this is much
larger than the thermal fluctuation energy and thus of significance. The deformation is localized at the position where
charge carrier is trapped as shown in Fig. 6 and reaches the maximum value at the mean location of the carrier. Since the
deformation depends on charge probability density distribution, it is predicted that the deformation field will move to-
gether with charge carriers when subjected to an external field. Thus, despite the simplicity of the example, it is well-
evident that the quantum Maxwell stress provides a route to actuate (and conversely sense) deformation and alterations in
electronic structure.



Fig. 9. The dashed lines denote mechanical strain when the quantum Maxwell stress is accounted for while the solid lines indicate the strain calculated
using models that have excluded the quantum Maxwell stress. The black color, blue color, red color and pink color represents different Young's modulus
respectively. Different curves show strain dependence on the dimensionless coupling constant. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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Evidently, the overall deformation caused by a single polaron (both when including or excluding the quantum Maxwell
stress) is small. The deformation is expected to be much larger if multiple polarons are considered. For instance, if 20
polarons formed, where we assume that the polarons are sufficiently far away from each other such that the interaction
between them can be ignored, the length change can be 1.32 nm (20�0.66 Å).

To present more general insights, we now turn to how the quantum mechanical Maxwell stress depends on material
parameters. In Fig. 9, we choose a broad range of parameters that likely cover the gamut from hard crystalline materials on
one end to soft RNA chains on the other end of the spectrum. As shown in Fig. 9, the quantumMaxwell stress effect becomes
quite significant when α

kt

2

0
increases. The term α

kt

2

0
is a non-dimensional measure of the strength of the coupling. As expected,

the effect of the quantum mechanical Maxwell stress is startlingly large for soft materials like the RNA, for instance. It is
worthwhile to note that the continuum assumption may break for the very strong coupling case, however qualitatively our
prediction should still hold.
4. Polaron induced bending

We have so far restricted ourself to the case that the charge-acoustic phonon coupling only causes the axial length
changes. Since the bending of DNA is important for genome packaging and the interaction between proteins and DNA chain,
it will be of interest to investigate the bending mechanism arising from the charge-acoustic phonon interaction. In this
section, we consider the interaction between the extra charge carrier and the bending degrees of freedom of a long DNA
chain. Indeed, we show that polaron-induced-bending of the DNA further acts as the effective trap for the charge. We also
illustrate the effect of the quantum Maxwell stress effect on DNA bending.

Kinematically, the bending of DNA is described by the transverse deflection ( − ) →w L L: , . Let γ = + ′( )w X1 2 be the
local stretching, and

κ =
″

[ + ′ ] ( )
w
w1 322 3/2

be the curvature. Neglecting the elastic stretching energy and assuming γ ∼ 1, we postulate that the Hamiltonian of our
system is given by

⎡
⎣⎢

⎤
⎦⎥∫ ∫ψ ψ κ ψ κ[ ] = ℏ | | + ( )| | +

( )− ⁎ −
H w

m
U k,

2
dx

1
2

dX,
33l

l

x
L

L

b

2

,
2 2 2

where l2 is the deformed chain length. The symbol κ represents the curvature, kb is the bending stiffness of the DNA chain.
According to Gaididei et al. (2006), = × = × × = ˚k l k T 100 3.4 0.02 6.8 eV Ab p B , where lp is the persistence length in units of
number of the DNA lattice and ≈k T 0.02 eVB at room temperature.

To proceed, we assume that the charge-lattice interaction energy is κ ακ( ) =U in the undeformed configuration, where α
is the coupling constant. We remark that the above Hamiltonian breaks the up-down bending symmetry. The precise value
of the charge-curvature coupling constant is not available experimentally, however it may be estimated to be 6 eV Å using



Fig. 10. Polaron induced DNA bending.
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Fig. 11. Probability density distribution along the DNA beam; the distribution does not change much due to the quantum Maxwell stress.
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the approach presented in Gaididei et al. (2006). In the reference configuration (i.e. unbent DNA beam configuration), the
Hamiltonian (33) reads

⎡
⎣⎢

⎤
⎦⎥∫Ψ

γ
Ψ γ κ Ψ κ[ ] = ℏ | | + ( )| ( )| + ( )

( )− ⁎H w
m

U X k X,
2

1
2

dX,
34L

L

X b

2

,
2 2 2

where Ψ ( )X is the wave function in the undeformed DNA beam configuration. The first variation of total energy subject to
the normalization constraint (3) leads to
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where ′ ″w w, and ⁗w are the first, second and fourth derivative with respect to X.
For small deflections, ′( )⪡w X 1, the curvature may be approximated as κ = ″( )w X . The total Hamiltonian simplifies to
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The final small-deflection equations are
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In the results presented in the next section, we use the fixed-fixed ends configuration (see Fig. 10). The boundary conditions
at both ends are then

Ψ= ′ = = = −w w X L L0, 0, 0 at & .
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Fig. 12. Bending of the DNA due to polaron formation.
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We employ the same numerical procedure as in the last section (30) ( )= −
τ

Ψ∂
∂

∂ [ ]
∂but use w H w
w

, to solve the above set of
equations (35) and (37) for both large and small deflection cases. From Fig. 11, we can see that the quantum Maxwell stress
does not appreciably change the charge probability distribution and the polaron spreads over about 6 DNA sites which is
consistent with when only tension was considered. However, it is found that the maximum deflection is reduced from 4.6 Å
to 3.7 Å due to the existence of quantum Maxwell stress as shown in Fig. 12. Moreover, the binding energy is changes from
�0.117 eV (without quantum Maxwell stress) to �0.096 eV (when it is included). The binding energy is in reasonable range
(0.03 eV ∼ 0.3 eV) (Conwell, 2005) for the polaron formation in DNA which also indicates the coupling constant we esti-
mated is suitable for illustration of the quantum Maxwell stress effect in the bending of the DNA.
5. Concluding remarks

In summary, we have pointed out the existence of the quantum Maxwell stress which is analogous to the well-known,
electroelastic Maxwell stress. Aside from the mathematical formulation, we have presented some simple illustrative ex-
amples using properties of 1D materials like carbon nanotube and the DNA. Not surprisingly, we find that the incorporation
of the quantum Maxwell stress is significant for soft materials like the DNA but not for carbon nanotubes. Our results are
somewhat conservative since we restricted ourselves to simple deformation modes and ignored the possibility of torsion
and other coupled deformation modes of DNA. Finally, the newly defined quantum-Maxwell stress can also be shown to
lead to a spatial variation in the so-called “deformation potential constant” in nanoscale soft materials (Li et al., 2015).

One of the early experimental works by Schuster and co-workers suggests that a hole forms a polaron in DNA (Hen-
derson et al., 1999). Since then, numerous attempts have been made to use polaron theory to explain the charge transfer
mechanism in DNA. Although studies on polarons in polymers used discrete models such as Su–Schrieffer–Heeger (SSH)
model (Su et al., 1980; Alexandre et al., 2003; Wang et al., 2006; Kosevich and Smirnov, 2011) have used the continuum
approach (Holstein, 1959)—as in our work. It has been proven that continuum version of SSH model and Holstein model are
qualitatively similar. In the weakly bound polaron limit, these two models are even quantitatively same (Campbell et al.,
1982). The consideration of the quantum Maxwell stress to assess the polaron induced charge-transfer mechanisms in DNA
is likely to be an intriguing future topic. We also note that many potential applications of the DNA have been proposed, in
particular, designing it as an electron-optical device, biosensor and/or nanoactuator (Liedl et al., 2007). Charge transport is
critical to these applications which is closely related to electron–phonon coupling behavior. One of the implications of this
work is that we can remotely change actuation behavior of a sufficient soft material by simply exposing it to light. The latter
will certainly alter the electronic structure of the soft object (provided it is small enough).

In this work, we applied our model to study the stationary properties of polaron, such as polaron length and polaron
binding energy, in one-dimensional systems like the DNA. As shown in Sections 3 and 4, the quantum Maxwell stress can
significantly affect the lattice distortion (both elongation and bending) of a DNA chain. It also tends to reduce the polaron
binding energy. This effect is opposite to that of polarized environments which have been shown to act as charge carrier
traps (Conwell, 2005). As was pointed out in other works (Conwell, 2004, 2005; Berashevich et al., 2008; Zekovic et al.,
2011), the polaron motion in DNA is expected to be either by drift or by hopping depending on the polaron size and charge
localization. There are many other factors such as DNA structure disorder, electron–phonon coupling, as well as environ-
ment (Yoo et al., 2001; Conwell, 2005; Conwell and Bloch, 2006; Berashevich et al., 2008) that also affect the transport
properties. As evident in Fig. 7, the charge carrier spreads over more number of DNA sites because of the influence of the
quantum Maxwell stress. This can be interpreted as the delocalization of the polaron. As addressed in Berashevich et al.
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(2008), the DNA conductance is mostly determined by polaron size and we therefore propose that if one find a way to tune
the quantum Maxwell stress such that the charge is delocalized, the DNA conductance can be increased. By the fact that the
same charge density distribution can be obtained by using electron–phonon constant of 3.2 eV without considering
quantum Maxwell stress and 4.08 eV (when including its effect) we believe that the quantum Maxwell stress has the
potential to impact charge transport. Specifically, it leads to an effective decrease of the electron–phonon coupling constant,
which has been proved to increase the DNA conductance. Moreover, as shown in Berashevich et al. (2008), a large polaron
has higher velocity but less tolerance to electric field.
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