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# A Tutorial on the Stability and Bifurcation Analysis of the Electromechanical Behaviour of Soft Materials 


#### Abstract

Soft materials, such as liquids, polymers, foams, gels, colloids, granular materials, and most soft biological materials, play an important role in our daily lives. From a mechanical viewpoint, soft materials can easily achieve large deformations due to their low elastic moduli; meanwhile, surface instabilities, including wrinkles, creases, folds, and ridges, among others, are often observed. In particular, soft dielectrics subject to electrical stimuli can achieve significantly large deformations that are often accompanied by instabilities. While instabilities are often thought to cause failures in the engineering context and carry a negative connotation, they can also be harnessed for various applications such as surface patterning, giant actuation strain, and energy harvesting. In the biological world, instability and bifurcation phenomena often precede important events such as endocytosis, and cell fusion, among others. Stability and bifurcation analysis (especially for soft materials) is challenging and often present a formidable barrier to entry in this important field. A multidisciplinary audience may lack the background in one or more areas that are needed to carry out the requisite modeling or even understand papers in the literature. Furthermore, combining electrostatics together with large deformations brings its own challenges. In this article, we provide a tutorial on the basics of stability and bifurcation analysis in the context of soft electromechanical materials. The aim of the article is to use simple examples and "gently" lead a reader, unfamiliar with either stability analysis or electrostatics of deformable media, to develop the ability to understand the pertinent literature that already exists and position them to embark on state-of-the-art research on this topic. [DOI: 10.1115/1.4056303]


## 1 Introduction

The simple act of picking an object by a human-like robot would not be possible without the ability of the underlying material to sustain large deformation. This example underscores the motivation for studying soft materials. Beyond robotics [1-4] (Fig. 1), in contexts ranging from biotechnology to electronics, soft materials are important wherever we need large deformations. Often, just the capacity to sustain large deformation in response to mechanical forces is not enough. Ideally, we hope to influence their behavior by applying an external electric field that permits numerous applications such as the already mentioned soft robotics, energy harvesting [4-9], sensors and actuators [10-18], and others [19-21]. Soft dielectrics, when subjected to electrical stimuli, can achieve significantly large deformations (Fig. 2) due to the highly nonlinear electromechanical coupling between mechanical and electric fields [22-26]. Large deformations invariably lead to the possibility of instabilities which include the phenomena of surface wrinkles [27-33], creases [34-40], folds [41,42], electrobuckling [43-46], pull-in instability [23,47-52], symmetry-breaking instability [53,54], bursting drops in solid dielectrics [55], and among others [56,57]. Two types of electromechanical instabilities observed in experiments are shown in Fig. 3: morphological instability of a single drop in a solid dielectric polymer under electric fields and regular azimuthal wrinkles in a dielectric membrane.

While instabilities are generally often avoided in engineering applications as they are considered to be a sign of, or precursor to, "failure," as well reviewed recently [58-60], they may be

[^0]exploited in a positive manner. For example, Fig. 1(b) demonstrates the utility of the buckling of elastomer beams under pressure to achieve a remarkably large actuation in soft machines [2].


Fig. 1 The utility of nonlinear behavior of soft materials. (a) A 9 cm tip-to-tip PneuNet actuator gripping a raw chicken egg. The actuator legs curled downward when the pressure is applied to the PneuNets in the top active layer, and the soft gripper did not damage the egg (Reproduced with permission from Ilievski et al. [1]. Copyright 2011 by John Wiley and Sons).
(b) A soft gripper made of a buckling actuator that can pick up a piece of chalk (Reproduced with permission from Yang et al. [2]. Copyright 2015 by John Wiley and Sons).


Fig. 2 (a) Large deformation of a circular disk of very high bond (VHB) induced by an applied voltage on the upper and bottom surfaces coated with electrodes of carbon grease (Reproduced with permission from Huang et al. [23]. Copyright 2011 by AIP Publishing). (b) An elastomer gripper opens at a voltage of 3.0 kV , which can grasp objects when the voltage is removed (Reproduced with permission from Kofod et al. [10]. Copyright 2007 by AIP Publishing).

In the neighborhood of threshold of instability, a small perturbation (in this case, pressure) can induce a large output-in this instance, the buckling of pillars and the result that the air chambers collapse in Fig. 1(b). Other examples of the utility of elastic instabilities include inducing negative Poisson's ratio behavior in cellular solids [61], a "smart" polymer adhesive based on surface wrinkling [62], the rapid closure of the Venus flytrap through the snap-buckling instability [63], the advanced functionality within shape changing materials [64], the rapid actuation and giant deformation of hard-magnetic soft materials [65,66], and many others [67]. More examples of buckling-induced smart applications can be found in the review [59].

A multidisciplinary audience may lack the background in one or more areas that are needed to carry out the requisite modeling of instability and bifurcations in soft electromechanical solids-or even to understand the literature in this field. For example, most books that explain large nonlinear deformation mechanics are difficult for nonmechanicians to follow. Combining electrostatics, together with large deformations, brings on its own challenges. Finally, while several good expositions [56,68-80] do exist on stability and bifurcation analysis, some don't necessarily take a tutorial approach to educate a multidisciplinary audience while others may not cover all the pertinent topics that are central to the theme


Fig. 3 (a) Spherical drops of conductive liquid in solid dielectrics become unstable and burst under sufficiently high electric fields (Reproduced with permission from Wang et al. [55]. Copyright 2012 by Springer Nature). (b) Azimuthal wrinkles in dielectric elastomer sheets clamped on a circular rigid frame (Reproduced with permission from Bense et al. [45]. Copyright 2017 by Royal Society of Chemistry).
of this paper. This tutorial article is intended to fill this gap and will gently guide researchers, using simple examples, to the basics of stability analysis and electrostatics of deformable media. Clearly, a mere article (especially intended to be a tutorial) cannot hope to be either comprehensive or have the rigor that leading experts in this field expect. From that viewpoint, our aspirations are quite modest-we expect the tutorial to simply be a convenient starting point to facilitate the reader's ability to undertake a study of the more specialized literature.
This paper is organized as follows. In Sec. 2, we discuss the basic concepts of stability and bifurcation, along with some simple illustrative examples and their key pertinent features. In Sec. 3, we present one-dimensional (1D) nonlinear electroelasticity in continuum media. This section will be a useful starting point for those who wish to decouple the conceptual understanding of electrostatics of deformable media from the tensorial machinery necessary for three-dimensional (3D) continuum mechanics. In addition, the boundary-value problem and its incremental formulation are presented for the bifurcation analysis of the electromechanical behavior of soft materials. In Sec. 4, we present the 3D theory of electro-elasticity and formulate both the boundary-value problem and its incremental formulation. We take pull-in stability and electrowrinkling as examples to illustrate the incremental method in electro-elasticity. In Sec. 5, we present the stability and bifurcation analysis of pull-in instability of soft dielectrics by using the energy formulation presented by Zhao and Suo [49]. We use these examples to highlight the difference between stability and bifurcation. In Sec. 6, we use an alternative energy formulation to study pull-in instability of a dielectric film and a disk. The literature is rife with "different" formulations of electro-elasticity. While equivalent in some sense, these theories can often appear to be quite different depending on the independent variable used or the variational principle invoked. Liu $[81,82]$ recently provided a detailed overview of the various approaches to formulate electromagneto-elasticity and taking a cue from him, we have highlighted this aspect as well by presenting illustrative examples that use different formulations. In Sec. 7, we follow the energy formulation by Liu and present a study of electromechanical cavitation and the snap-through instability of a hollow sphere in a dielectric elastomer. In Sec. 8, we briefly introduce the "Lyapunov-Schmidt-Koiter" (LSK) approach for the initial postbifurcation analysis. We finally conclude in Sec. 9 by highlighting topics not covered, or inadequately covered, in the tutorial, which the reader may consider for further study.

## 2 Stability and Bifurcation: The Big Picture and Basic Concepts

In this section, we introduce the key elements pertaining to stability and bifurcation analysis. This subject is both broad and deep, and its nuances have been extensively covered from both a purely mathematical viewpoint (its natural home) as well as in terms of specific discipline-specific applications that range from biology, economics, physics, engineering, and others. We will, rather quickly, specialize all our discussion primarily on nonlinear physical systems that are conservative (as opposed to dissipative). This permits the use of powerful and well-established approaches like the calculus of variations to study stability. In the concluding section, where we discuss topics not covered in this article, we point to the literature for stability and bifurcation analysis for the nonconservative case. This section is strongly influenced by the following books: [68-73].
2.1 The Big Picture. The vast majority of the differential equations that purport to describe nature (and often human made problems) are nonlinear. In contrast, $99 \%$ of the engineering curriculum (and most of the graduate curriculum) is dedicated to studying linear systems. We would not be able to hear music without nonlinear effects in our ears; there will be no turbulence in
fluids and plasticity in solids without nonlinearities; self-assembly of nanostructures, phase transformations, superconductivity, laser device operation, and neuron interaction are but just a few examples of the manifestation of nonlinear phenomena. There are good reasons why our curriculum is focused on linear systems. They are important to develop intuition (-which can, however, get out of the window once we discuss some nonlinear systems). Moreover, we can usually solve linear systems-even if not in closedform, fairly easily using numerical methods. However, what if we could understand the nature of the nonlinear solutions without actually having to solve those nasty equations? What information can we extract from them? This is the subject of stability analysis and is a fascinating field of research in engineering and physics. For example, some nonlinear systems will lead to bifurcations, i.e., the presence of multiple solutions. If we are aware of the nature of the bifurcations, we can often get interesting insights before the hard work of numerically solving the equations and prevent ourselves from making mistakes in the computational solution of those problems. Before we go further into the technical content, it is worthwhile to examine some of the statements we have just made in more depth.

Consider a simple example of a nonlinear system-motion of a pendulum. It's governing equation is $\ddot{y}+\frac{g}{L} \sin y=0$. This equation cannot be solved analytically, at least not in terms of elementary functions. In undergraduate courses, the assumption of $\sin y \sim y$ for $|y(t)| \ll 1$ is usually made, thus linearizing the equation. We can certainly be more sophisticated and use one of the perturbation methods (to obtain an approximate analytical solution) and, therefore, perhaps even extend the range of the solution to $y(t)$ which is not too small. Is there an easier route, however, to extract the basic behavior without actually solving the equations? This system is so simple that even our physical intuition appears to be able to do better than the linear solution. For example, at low energy, the pendulum will simply swing around some location. If high enough energy is imparted, the pendulum will simply whirl over the top. It should be obvious that the linearized or perturbation solution cannot handle the "whirling over the top" part of the problem.

Nonlinear equations (and hence by extension the physical phenomena they represent) often have multiple solutions and socalled bifurcations. One question we may ask is when should we expect multiple solutions and when are they "stable"? We have not yet defined stability, but here is a simple example that gives a nice intuitive idea-precise definition will be given later on. Consider rigid balls shown in Fig. 4 under the influence of gravity. The first ball (starting from left) is somewhat stable. By the latter, we intuitively mean that under small vibrations or perturbations, the ball is likely to get a bit disturbed, but it will stay put in its position. This conforms to our intuition that the ball on the left is in a stable state. In contrast, the middle ball may be considered to be unstable because any small perturbation is likely to move it from its original position.

Let us elaborate further on multiple solutions and bifurcations. The latter refers to a qualitative change in the behavior of a


Fig. 4 Schematic of the nature of stability of three rigid balls under the influence of gravity: stable, unstable, and neutral (from left to right)


Fig. 5 Schematic of the buckling of Euler's column with pinned-pinned ends
system as some parameter changes. For example, consider buckling of a column in Fig. 5 under compression. As long as the "parameter" (in this case, axial force $F$ ) is below a certain value $F_{\mathrm{cr}}$, the column deforms axially, i.e., its length shortens. In order to find the shortening of this length, we have to solve the partial differential equations of nonlinear elasticity. Above a certain value $F_{\text {cr }}$ of the load, the equations of elasticity no longer admit a unique solution and allow for multiple possibilities. As we know from our everyday experience, beyond $F_{\mathrm{cr}}$, the column will "buckle" and adopt either of the two equilibrium states-up or down. The critical load at which the beam buckles is the bifurcation point. The key point is that multiple solutions are quite common in nonlinear systems; however, stability and bifurcation analysis gives us information about how stable those solutions are and under what conditions. Furthermore, bifurcation is related to how both the number and nature of the stable solutions may change as some parameter is varied.

Here is an example from the textbook [70] about bifurcation and also underscores the kind of questions we often ask about nonlinear systems

$$
\begin{equation*}
\ddot{y}+2 \beta \dot{y}-\lambda y+y^{3}=0, \quad t>0 \tag{1}
\end{equation*}
$$

where the superimposed $\dot{( })=d() / d t$ denotes the differentiation with respect to time $t, \beta$, and $\lambda$ are parameters. Equation (1) represents a Duffing type oscillator that has applications in biology and electrical engineering. The steady-state or equilibrium ${ }^{1}$ equations are straightforward to obtain and are the solutions of $\lambda y-y^{3}=0$. The value $y=0$ is a solution regardless of the value of the parameter $\lambda$ and $y= \pm \sqrt{\lambda}$ for $\lambda \geq 0$. We can graphically represent the so-called bifurcation diagram (see Fig. 6). In this diagram, $(\lambda, y)=(0,0)$ is the bifurcation point. In short, three distinct steady-state solutions are possible. Which specific steady-solution will be realized in practice? Some insights can be obtained from a direct numerical solution (see Ref. [70] for details).

An interesting example of bifurcation is given by Strogatz [68] regarding social dynamics. Assume that a small segment of the population has a resolute belief in something, e.g., right of women to vote. ${ }^{2}$ Imagine four overlapping segments of the populations: (i) group A: A group that holds resolutely to the belief and nothing can change their mind, (ii) B is the group with the opposing views, (ii) this group agrees with A but are somewhat uncommitted to A . This means that if someone argues against A then B becomes AB (a person who is ambivalent or sees both sides of the argument, (iv) this fourth group agrees with B but faced with sufficient arguments from A, will also join group AB. Interestingly enough, a simple model of differential equations can be used to represent these dynamics. It can be shown that at a critical population of "true believers" there is a bifurcation point and everyone will end

[^1]up agreeing with A. Similar models also exist for population dynamics, i.e., depending on the critical parameters (resources, number of mating pairs, etc.), a population may shrink below some parameters or grow.

There are other examples that illustrate the importance of understanding nonlinearities and stability. An aircraft is subjected to a variety of forces as it is flying. Beyond a critical speed and depending on how the aircraft has been designed, the vehicle can end up in a sustained stable oscillations state. This can be disastrous, as you can imagine, for a plane. Indeed actual cases have been documented in the fifties and sixties where planes disintegrated in midair due to this phenomenon of "flutter." In materials science, defect nucleations, the formation of microstructure, endocytosis, frequency entrainment in biology, and numerous other physical phenomena are consequences of nonlinear behavior and are closely tied to the concept of stability.

We now turn to a very important part of the "big picture." Most books by mathematicians on nonlinear systems tend to focus on the stability analysis of finite dimensional systems. In other words, discrete or finite degrees-of-freedom systems like the pendulum or an oscillator. These systems are governed exclusively by a system of ordinary differential equations. On the other hand, engineers have usually focused on infinite dimensional or continuous systems, e.g., theory of elasticity, Navier-Stokes equation of fluid mechanics, and so forth. The latter involves the study of partial differential equations. Why this disconnect? There is a good reason for this. Most of the rigorous results in the stability analysis are only available for finite degrees-of-freedom system, and accordingly, mathematicians have tended to focus textbooks only in this setting. Research monographs and papers, of course, are a different story. The truth is that one must understand the stability notions dealt with in the host of mathematics books (those dealing with discrete systems) to develop some intuition and an understanding of results that can be proven rigorously. Many of those methods and theorems, if not exactly, at least in spirit, carry over to the continuous case also. Furthermore, a continuous system can often be reduced to a discrete system. However, we want to caution the reader that the transfer of the results proven in most mathematics books on finite degrees-of-freedom systems to continuous systems is not to be taken for granted. We introduce a simple finite-dimensional system below along with some definitions.

Consider the spring-mass-dashpot system. This is essentially a damped oscillator (see Sec. 1.2 in the textbook by Strogatz [68] for more details). The governing equation is

$$
\begin{equation*}
m \ddot{y}+b \dot{y}+k y=0 \tag{2}
\end{equation*}
$$

This equation is linear and is said to be finite-dimensional with dimension 2. How do we come up with this nomenclature? Note


Fig. 6 Bifurcation diagram for steady-state solutions of Eq. (1)
that we need two pieces of information to completely describe the system, $y$ and $\dot{y}$. This can be much easily seen if we express this equation in the standard format of nonlinear systems, which involves expressing equations as coupled first-order equations. To do this for Eq. (2), we define two variables, $y_{1}=y$ and $y_{2}=\dot{y}$. Then, we can convert Eq. (2) into

$$
\begin{equation*}
\dot{y}_{1}=y_{2}, \quad \dot{y}_{2}=-\frac{b}{m} y_{2}-\frac{k}{m} y_{1} \tag{3}
\end{equation*}
$$

In general, the system can be $n$-dimensional and, of course, nonlinear

$$
\left.\begin{array}{rl}
\dot{y}_{1} & =f_{1}\left(y_{1}, y_{2}, \ldots, y_{n}\right)  \tag{4}\\
\dot{y}_{2} & =f_{2}\left(y_{1}, y_{2}, \ldots, y_{n}\right) \\
& \vdots \\
\dot{y}_{n} & =f_{n}\left(y_{1}, y_{2}, \ldots, y_{n}\right)
\end{array}\right\}
$$

The key point is that in finite dimensional systems, we are dealing with a countable finite number of variables. We may express the above equations more concisely using vector and matrix notation

$$
\begin{equation*}
\dot{\mathbf{y}}=\mathbf{f}(\mathbf{y}) \tag{5}
\end{equation*}
$$

Here, $\mathbf{y}(t) \in \mathbb{R}^{n}$ is an $n$-dimensional vector with components $\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$ and $\mathbf{f}$ is a nonlinear function of $\mathbf{y}$. In the case of linear systems, we can reduce the system of equations to a matrix form

$$
\begin{equation*}
\dot{\mathbf{y}}=M \mathbf{y} \tag{6}
\end{equation*}
$$

Evidently, for the simple damped oscillator in Eq. (3), $\mathbf{y}(t)=$ $\left(y_{1}, y_{2}\right)^{T}$ and $M$ is $\left(\begin{array}{cc}0 & 1 \\ -k / m & -b / m\end{array}\right)$.

In an infinite dimensional system, $\mathbf{y}$ is a field and depends continuously on some $n$-dimensional regions. Most infinite dimensional engineering problems are defined in 3D regions (at most), so in that case, we may say that $\mathbf{y}$ depends on both time and has spatial variation. In that case, $\mathbf{f}$ is an operator. Simply put, in the case of continuous or infinite dimensional systems, we must contend with partial differential equations such as the Navier-Stokes equation of fluid mechanics or elasticity.

Strogatz's book has a nice table (see Fig. 1.3.1 in Ref. [68]), which discusses various types of physical systems in terms of dimensions and whether the systems are linear or not. The table also covers nonlinear continuum theories of elasticity, plasticity, and biological membranes, among others. We note that the "coupled nonlinear oscillators" in the category of $n \gg 1$ includes molecular dynamics.
2.2 One-Dimensional Systems and Geometric Approach. The 1D system is the simplest dynamical system and permits a rather simple introduction to several essential concepts. We basically contend with systems like $\dot{y}=f(y)$, where $\dot{y}=d y / d t, y: I \rightarrow \mathbb{R}, I$ is an open interval of $\mathbb{R}$, and $f: \mathbb{R} \rightarrow \mathbb{R}$. While in an actual physical problem, $y(t)$ may not be position and $t$ may not be time, it is often useful to think of them in such terms as an aid to build intuition. In that case, $\dot{y}=d y / d t$ is the particle velocity whose motion is confined to $\mathbb{R}$. If we plot $\dot{y}$ versus $y$, then $\dot{y}$ has the character of a vector. At each point $y, \dot{y}$ represents a vector with a direction.

Consider the following example from Strogatz [68]: $\dot{y}=\sin y$. What are its equilibrium points or fixed points or steady-state solutions? It is simple to find. We merely set $\dot{y}=0$. This tells us that the fixed points of this system are $y=n \pi$, where $n \in \mathbf{Z}$ are integers.


Fig. 7 Phase portrait of the nonlinear differential equation $\dot{y}=\sin y$. The arrows point to the right when the velocity is positive $\dot{y}(t)>0$ and to the left when $\dot{y}(t)<0$.

The plot of $\dot{y}$ versus $y$ is called the phase portrait and represents how the trajectories flow. Although such plots may appear nonintuitive at first, they provide a wealth of information without solving any equations in both 1D and two-dimensional (2D); eventually establishing some level of intuition for higher dimensional systems.

Keeping in mind the spirit expressed in the preceding paragraph, we attempt to plot the phase diagram without solving the nonlinear differential equation. This case, $\dot{y}=\sin y$, is rather simple, of course, and the result is shown in Fig. 7. The fixed or equilibrium or steady-state solutions, $y=n \pi$, are where the curve intersects the $y$-axis.

Now we draw arrows to indicate the direction of the velocity vector. We point the arrow toward the right when velocity is positive and vice-versa. We choose to draw the arrows on the $y$-axis in Fig. 7, although it can be done anywhere. Notice that there are two types of fixed points: those that have arrows diverging from them and those which have arrows pointing toward them. Although we will define stability more formally in due course, the figure graphically shows that stable points (marked by a solid circle) are those toward which trajectories gravitate toward, and the reverse is true for unstable fixed points (marked by a hollow circle) in Fig. 7.

The phase portrait can be used to construct the actual solution qualitatively. To see this, consider Fig. 7. Assume that our initial condition is $y=0$. The phase portrait tells us that at that point, the velocity is zero. In other words, the particle will not move. Let the initial condition be $y=\pi / 4$. In the beginning, the velocity $y$ will increase due to $\dot{y}>0$, then after reaching a maximum value, there will be a period of deceleration ( $\dot{y}>0$ but $\dot{y}$ gradually decreases) until it approaches the fixed point $y=\pi$. Other trajectories, starting from different initial points, can be similarly drawn. For more examples of the phase portrait, for example, $n$-dimensional systems, the reader is referred to the textbooks [68-73].
2.3 Definition of Stability and the Importance of Norm. It is now time to define stability more formally. Although we have so far explicitly only given examples in the context of 1D systems, the definitions articulated here is valid for a general finitedimensional system. In general, the concept of stability is defined by the motion of the physical system. Thus it is a dynamic concept, and we have the following definition.
Definition of stability: An equilibrium solution $\mathbf{y}_{0}$ at $t=t_{0}$ of the system $\dot{\mathbf{y}}=\mathbf{f}(\mathbf{y})$ is Lyapunov stable if given a small number $\epsilon>0$, there exists $\delta(\epsilon)>0$ for any small perturbation, such that the subsequent state $\mathbf{y}(t), t_{0}<t<\infty$, satisfies $\left\|\mathbf{y}(t)-\mathbf{y}_{0}\right\|<\epsilon$.

This implies that for any equilibrium point, any solution that is close to it initially (within some regions $\delta$ of $\mathbf{y}_{0}$ ), remains so and is confined within some regions $\epsilon$ of $\mathbf{y}_{0}$ for all positive time.

The concept of asymptotic stability requires that, eventually, any solution that starts close to the equilibrium point must
approach $\mathbf{y}_{0}$ as $t \rightarrow \infty$ or $\left\|\mathbf{y}(t)-\mathbf{y}_{0}\right\| \rightarrow 0$. Detailed mathematical discussion of the definition of stability may be found in Refs. [83-87].

The issue of the norm and finite dimensional systems versus infinite/continuous systems: The symbol $\|\cdot\|$ is a suitable norm. This measures how close or far the two solutions are. The Euclidean norm ${ }^{3}$ is frequently used infinite dimensional systems; however, a very key result is that once a theorem has been proven in one norm, it also holds true in any other norm [88]. The proof of this very powerful statement is beyond the scope of the present article. Stated slightly differently, we can say that in the context of a finite dimensional system, if a solution is stable/unstable in one particular norm, then it will be so in any other norm also. This result is not true for infinite dimensional or continuous systems. This, among other issues, is one of the key issues that make the stability analysis of continuous systems more complicated. We refer the reader to Como and Grimaldi [88] for a very nice example of how the change of norm can lead to differing conclusions in a structural mechanics problem.
2.3.1 Stability Analysis by Linearization: One-Dimensional Examples. Let us consider the case of a single differential equation, i.e., $\dot{y}(t)=f(y, \lambda)$, where $\lambda$ is the load parameter. The Taylor expansion of $f(y, \lambda)$ about a stationary state $y=y_{0}$ at a fixed load parameter $\lambda$ reads

$$
\begin{equation*}
\dot{y}(t)=f\left(y_{0}, \lambda\right)+\left.\frac{\partial f}{\partial y}\right|_{s}\left(y-y_{0}\right)+o\left(\left|y-y_{0}\right|\right) \tag{7}
\end{equation*}
$$

Here $\left.\frac{\partial f}{\partial y}\right|_{s}$ denotes the partial derivative of $f(y, \lambda)$ with respect to $y$ at $\left(y_{0}, \lambda\right)$, i.e., $\left.\frac{\partial f}{\partial y}\right|_{s}=\frac{\partial f}{\partial y}\left(y_{0}, \lambda\right)$. The notation $o\left(\left|y-y_{0}\right|\right)$ denotes a function with the limiting behavior, i.e., the ratio $\frac{|o|}{\left|y-y_{0}\right|}$ approaches zero as $\left|y-y_{0}\right| \rightarrow 0$. By dropping the zero term, $f\left(y_{0}, \lambda\right)=0$ for a stationary state $y=y_{0}$, and introducing a new variable $h(t)=y(t)-y_{0}$, the linearized form of Eq. (7) is

$$
\begin{equation*}
\dot{h}(t)=\left.\frac{\partial f}{\partial y}\right|_{s} h(t) \tag{8}
\end{equation*}
$$

By inserting the ansatz $h(t)=h_{0} e^{\mu t}$ into Eq. (8), we can easily get $\mu=\left.\frac{\partial f}{\partial y}\right|_{s}$. For a negative $\mu=\left.\frac{\partial f}{\partial y}\right|_{s}<0$, the perturbed state $h(t)=h_{0} e^{\mu t}$ decreases as the time $t$ increases, thus the stationary state $y=y_{0}$ is stable. Otherwise, the stationary state $y=y_{0}$ is unstable for $\mu>0$ and a saddle point for $\mu=0$.

Consider the nonlinear differential equation $\dot{y}=\sin y$ whose stability has already been investigated by using the geometric approach in Sec. 2.2. The fixed point is denoted by $y_{0}= \pm n \pi, n \in \mathbf{Z}$, at which $\sin y_{0}=0$. By Eqs. (7) and (8), the linearized form of $\dot{y}=\sin y$ at $y=y_{0}$ is denoted by $\dot{h}(t)=\left(\cos y_{0}\right) h(t)$, where $h(t)=y(t)-y_{0}$. For example, at $y_{0}=0, \pm 2 \pi, \cos y_{0}=1>0$, and the fixed points $y_{0}=0, \pm 2 \pi$ are unstable; in contrast, $\cos y_{0}=-1<0$ at $y_{0}= \pm \pi$ and the fixed points $y_{0}= \pm \pi$ are stable. Their properties of stability are also shown in Fig. 7 by using the geometric approach.

Consider another example of the differential equation $\dot{y}(t)=f(y, \lambda)=y^{2}+\lambda$. The stationary state $y=y_{0}$ satisfies $f\left(y_{0}, \lambda\right)=0$, which implies three cases (see Fig. 8): (a) two stationary points $y_{0}= \pm \sqrt{-\lambda}$ for $\lambda<0$; (b) one repeated stationary point $y_{0}=0$ for $\lambda=0$; (c) none stationary point for $\lambda>0$. By $\left.\frac{\partial f}{\partial y}\right|_{s}$ in Eq. (8), i.e., $\left.\frac{\partial f}{\partial y}\right|_{s}=2 y_{0}$, we can conclude that: (a) the stationary point $y_{0}=-\sqrt{-\lambda}$ is stable while $y_{0}=\sqrt{-\lambda}$ is unstable for $\lambda<0$; (b) the stationary point $y_{0}=0$ is a saddle point for $\lambda=0$. The stationary points and their stabilities can be found in Fig. 8. For further examples, see, the books $[68,69]$.

[^2]

Fig. 8 Phase portraits of the differential equation $\dot{y}(t)=y^{2}+\lambda$ for different load parameter $\lambda$. The arrows in each figure point to the right when $\dot{y}(t)>0$ and to the left when $\dot{y}(t)<0$.


Fig. 9 Schematic of the bifurcation states of a physical system $f(u, \lambda)=0$. $u$ is the generalized state variable of a physical system, and $\lambda$ is the bifurcation (load) parameter: (a) a bifurcation diagram and (b) a limit point.
2.3.2 Principle of Minimum Energy: A Conservative System. Sections 2.1, 2.2, and 2.3.1 highlight stability as a dynamical concept. A stability analysis is related to the motion of the system under small perturbations, and the type of analysis illustrated so far are valid for a general system, including both nonconservative and conservative ones.

For a conservative system-which will become the primary focus of this tutorial, the stability analysis of the motion of differential equations is identical to the discussion of the minimization of potential energy. The proof can be found in many textbooks, for example, in the exposition by Triantafyllidis [84]. A state, denoted by the general state variable $\mathbf{x}$, is stable if its potential energy $I(\mathbf{x})$ is lower, interpreted as not greater, energy than that of all the neighborhood states, $\mathbf{x}+\delta \mathbf{x}$, such that

$$
\begin{equation*}
I(\mathbf{x}) \leq I(\mathbf{x}+\delta \mathbf{x}) \tag{9}
\end{equation*}
$$

where $\|\delta \mathbf{x}\|$ is sufficiently small and $\|\cdot\|$ is a properly defined norm for the space of deformation functions.
2.3.3 Other Stability Criteria. In contrast to the linear stability analysis and the principle of minimum energy, other stability criteria are also often used $[74,75]$. The adjacent equilibrium stability criterion, for example, asserts that a primary equilibrium state becomes unstable when there are other equilibrium states nearby. A detailed discussion of the difference between the energy method and the adjacent equilibrium stability criterion can be found in a recent paper [89]. For nonconservative systems, the Lyapunov stability criterion $[72,73,83]$ can be used to discuss the stability of the motion of a dissipative system [75]. Furthermore, for the initial post-buckling of continuum media, the LSK approach is widely used $[75,80,84,86]$. The LSK approach will be discussed later in this tutorial, and a simple example of the initial post-buckling of a dielectric column is introduced.
2.4 The Concept of Bifurcation. Let us assume that the state of a physical system can be represented by a generalized state variable $u .{ }^{4}$ The generalized load on the system is simply denoted by $\lambda$. The equation

$$
\begin{equation*}
f(u, \lambda)=0 \tag{10}
\end{equation*}
$$

Determines the stationary state of a physical system with the state variable $u$ and the bifurcation parameter $\lambda$.
2.4.1 Bifurcation Points. We first assume that there is only one solution (branch) $u_{0}$, the so-called principal branch, as the load parameter $\lambda$ increases at the beginning, such that $f\left(u_{0}, \lambda\right)=0$ in Eq. (10). In Fig. 9, the principal branch $u_{0}$ bifurcates to a bifurcated branch $u_{0}+v$ when the bifurcation parameter $\lambda$ increases to $\lambda_{b}$ that corresponds to the state $u_{b}$. The pair $\left(u_{b}, \lambda_{b}\right)$ is called a bifurcation point. For example, the unbuckled state of Euler's column is usually called the principal branch, while the buckled state is the bifurcated branch.
Now the questions are how to determine the existence of the bifurcated branch and to find the bifurcation point. To answer these questions, we have to introduce the implicit function theorem whose discussion, especially in the context of interest, may be found in many books $[69,72,76] .{ }^{5}$

Theorem (Implicit function theorem). Let $\mathcal{S} \subseteq \mathbb{R}^{1+1}$ and write points in the set $\mathcal{S}$ as $(u, \lambda)$ with $u \in \mathbb{R}, \lambda \in \mathbb{R}$. Let $f: \mathbb{R}^{1+1} \rightarrow \mathbb{R}$ be $\mathcal{C}^{1}$ on $\mathcal{S}$. Let $\left(u_{0}, \lambda_{0}\right) \in \mathcal{S}$ with $f\left(u_{0}, \lambda_{0}\right)=0$. If the derivative

[^3]$$
\frac{\partial f}{\partial u}\left(u_{0}, \lambda_{0}\right) \neq 0
$$
then there exists an $r>0$ and a $\mathcal{C}^{1}$ function $g: B\left(\lambda_{0} ; r\right) \rightarrow \mathbb{R}$ with $g\left(\lambda_{0}\right)=u_{0}$ such that
\[

$$
\begin{aligned}
f(g(\lambda), \lambda) & =0 \quad \text { and } \\
\frac{d g(\lambda)}{d \lambda} & =-\left.\left(\frac{\partial f}{\partial u}(u, \lambda)\right)^{-1}\left(\frac{\partial f}{\partial \lambda}(u, \lambda)\right)\right|_{u=g(\lambda)}
\end{aligned}
$$
\]

for all $\lambda \in B\left(\lambda_{0} ; r\right)=\left\{\lambda \in \mathbb{R}:\left|\lambda-\lambda_{0}\right|<r\right\}$.
Here we only consider one equation $f(u, \lambda)=0$ with two unknowns $u$ and $\lambda$. The unknown $u$ is called the dependent variable while the unknown $\lambda$ is called either the free variable or independent variable. We express the unknown $u$ in terms of $\lambda$, such that $u=g(\lambda)$. The implicit function theorem gives us the condition under which we can do this locally and gives us a formula for computing $\frac{d g(\lambda)}{d \lambda}$.

In particular, if $f\left(u_{b}, \lambda_{b}\right)=0$ and $\frac{\partial f}{\partial u}\left(u_{b}, \lambda_{b}\right)=0$, the point $\left(u_{b}, \lambda_{b}\right)$ is called the bifurcation point, see Fig. 9, at which the uniqueness of the solution branch $u=g(\lambda)$ does not hold.
2.4.2 Bifurcation in a Continuum Media. In this section, we briefly discuss bifurcations in a continuum media. More classic bifurcation problems of elasticity (e.g., buckling of a naturally straight rod, a whirling rod, a beam, a plate, a cylindrical shell, and a spherical cap) can be found in Chapter 5 in the book by Antman [76].

Let us consider a 1 D continuum media, $\mathcal{B}_{1}=\{X \in \mathbb{R}$ : $0 \leq X \leq L\}$. The generalized state variable of the 1D physical system is denoted by $u$, which is a $\mathcal{C}^{2}$ mapping $u: \mathcal{B}_{1} \rightarrow \mathbb{R}^{n}$, i.e., $u \in \mathcal{C}^{2}\left([0, L] ; \mathbb{R}^{n}\right)$. With a load parameter $\lambda \in \mathbb{R}$, the stationary state of the physical system is represented by

$$
\begin{equation*}
f(u(X), \lambda)=0 \tag{11}
\end{equation*}
$$

At a load parameter $\lambda_{0}$, there exists a state $u_{0}$, such that $f\left(u_{0}, \lambda_{0}\right)=0$. Consider a small variation $\delta u(X)$ with sufficiently small $\|\delta u(X)\|$ in the neighborhood of $u_{0}(X)$. The expansion of the function $f\left(u, \lambda_{0}\right)$ at $\left(u_{0}, \lambda_{0}\right)$ reads

$$
\begin{equation*}
f\left(u_{0}+\delta u, \lambda_{0}\right)=f\left(u_{0}, \lambda_{0}\right)+\frac{\partial f}{\partial u}\left(u_{0}, \lambda_{0}\right) \delta u+o(\delta u) \tag{12}
\end{equation*}
$$

where $\frac{\partial f}{\partial u}\left(u_{0}, \lambda_{0}\right)$ is called the (Fréchet) derivative of $f$ at $\left(u_{0}, \lambda_{0}\right)$, and $\lim _{\delta u \rightarrow 0} \frac{\| o(\delta u u \|}{\|\delta u\|}=0$. A much weaker notation of a derivative is that of a directional derivative, i.e., the (Gâteaux) derivative. In this tutorial, we don't distinguish the difference between these two derivatives. Thus, we take

$$
\begin{align*}
\frac{\partial f}{\partial u}\left(u_{0}, \lambda_{0}\right) \delta u & \left.\equiv \frac{d}{d \tau} f\left(u_{0}+\tau \delta u, \lambda_{0}\right)\right|_{\tau=0} \\
& =\lim _{\tau \rightarrow 0} \frac{f\left(u_{0}+\tau \delta u, \lambda_{0}\right)-f\left(u_{0}, \lambda_{0}\right)}{\tau} \tag{13}
\end{align*}
$$

By the implicit function theorem, a necessary condition for the bifurcation of $f(u, \lambda)=0$ at $\left(u_{0}, \lambda_{0}\right)$ is that the (Fréchet) derivative of $f$ at $\left(u_{0}, \lambda_{0}\right)$ is not invertible, namely,

$$
\begin{equation*}
f\left(u_{0}, \lambda_{0}\right)=0 \quad \text { and }\left.\quad \frac{d}{d \tau} f\left(u_{0}+\tau \delta u, \lambda_{0}\right)\right|_{\tau=0}=0 \tag{14}
\end{equation*}
$$

for sufficiently small || $\delta u \|$

### 2.5 More Examples

2.5.1 Stability Examples. The following simple example just shows how to use the principle of minimum energy to study the stability of a physical system.

Example. Consider the stability of rigid balls in Fig. 4. We assume that the rigid ball can only move on a smooth curve, $y=y(x), 0 \leq x \leq a$ see Fig. 10. Choose the horizontal axis as the reference at which the rigid ball has zero potential energy. Then the potential energy of the ball subjected to the gravity at state $x$ is denoted as

$$
\begin{equation*}
I(x)=m g y(x) \tag{15}
\end{equation*}
$$

where $m$ is the ball mass and $g$ is the gravitational acceleration. By the stability condition (9) and the potential energy (15), the stability of a rigid ball at state $x$ indicates

$$
\begin{equation*}
y(x) \leq y(x+\delta x) \tag{16}
\end{equation*}
$$

which, for arbitrary $\delta x$ with sufficiently small $|\delta x|$, gives

$$
\begin{equation*}
\frac{\partial y}{\partial x}=0 \quad \text { and } \quad \frac{\partial^{2} y}{\partial x^{2}} \geq 0 \tag{17}
\end{equation*}
$$

Therefore, the left rigid ball is stable, the middle ball is unstable, and the right ball is neutral stable. In Fig. 10, we plot the three states and their stabilities corresponding to the minimization of the potential energy (15). This stability example simply involves finding the extremum of a scalar function with one scalar variable.
Note that the state variable $x$ in this example is a scalar variable due to its finite-dimensional nature (a single rigid ball). In contrast, continuous physical systems often involve scalar/tensor functions rather than scalar/tensor variables as state variables. These functions, for example, include the displacement in deformable solids, the electric displacement in electrostatics, and the temperature in thermodynamics, etc. Thus the calculus of variations [76,90-92], which is also very useful in nonlinear elasticity, is often used in the stability analysis of deformable solids.
2.5.2 Bifurcation Examples. We present a few examples in this section for a better understanding of the concept of bifurcation, especially the knowledge of nonuniqueness of solution and bifurcation points by using the implicit function theorem. For more advanced examples and materials of bifurcation analysis, a few literatures are listed here [68,72,76,77,79,93].

Example. Consider the equation

$$
\begin{equation*}
f_{1}(x, \lambda)=\lambda x-x^{3}=0, \quad x, \lambda \in \mathbb{R} \tag{18}
\end{equation*}
$$



Fig. 10 The stability of a rigid ball at different positions of the curve $y=y(x)$ subjected to the gravity. The potential energy of the ball at state $x$ is given by $I(x)=m g y(x)$. The 3D vision of the rigid ball on a curved surface can refer in Fig. 4.


Fig. 11 Schematic of bifurcation diagrams: (a) Pitchfork type, from the equation $\lambda x-x^{3}=0$ in Eq. (18) and (b) from the equation $\lambda^{2}+x^{2}-1=0$ in Eq. (19)

Apparently, $(x, \lambda)=(0, \mathbb{R})$ is trivial solution, i.e., the principal branch. At point $\left(x_{0}, \lambda_{0}\right)=(0,0)$, we have $f_{1}(0,0)=0$ and $\frac{\partial f_{1}}{\partial x}(0,0)=0$, indicating that $\left(x_{0}, \lambda_{0}\right)=(0,0)$ is a bifurcation point at which a unique solution branch $(x, \lambda)=(0, \mathbb{R})$ does not hold. From the bifurcation diagram in Fig. 11(a), we can find that two bifurcated branches initiate at the bifurcation point $(0,0)$.

Example. Consider the equation

$$
\begin{equation*}
f_{2}(x, \lambda)=\lambda^{2}+x^{2}-1=0, \quad x, \lambda \in \mathbb{R} \tag{19}
\end{equation*}
$$

At two points $(x, \lambda)=(0,-1)$ and $(0,1)$, both $f_{2}=0$ and $\frac{\partial f_{2}}{\partial x}=0$ are satisfied. The bifurcation diagram of this example is plotted in Fig. 11(b).
Example. Consider Euler's buckling in continuum media (see Fig. 12(a)). The equilibrium equation of the incompressible Euler's column is [76,93]
and the boundary conditions are

$$
\begin{equation*}
\frac{d u}{d X}(0)=\frac{d u}{d X}(L)=0 \tag{21}
\end{equation*}
$$

The unbuckled column admits a principal solution $u_{0}(X)=0$ (see Fig. 12(a)). We now linearize the above boundary-value problem (20) and (21). Consider a small variation $\delta u=u^{\star}$. By using Eq. (14), the resulting incremental forms of Eqs. (20) and (21) are

$$
\begin{equation*}
\frac{d^{2} u^{\star}}{d X^{2}}+\lambda u^{\star}=0, \quad 0<X<L \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
f(u(X), \lambda)=\frac{d^{2} u}{d X^{2}}(X)+\lambda \sin u(X)=0, \quad 0<X<L \tag{20}
\end{equation*}
$$



$$
\begin{equation*}
\frac{d u^{\star}}{d X}(0)=\frac{d u^{\star}}{d X}(L)=0 \tag{23}
\end{equation*}
$$

Fig. 12 Buckling of Euler's column with pinned-pinned ends. (a) Schematic of one model of buckling and the coordinates used for analysis. $u(X)$ is the angle between the tangent of the buckled column and the horizontal axis. (b) Bifurcation diagram and the first three modes of buckling. The straight column corresponds to the principal branch that is denoted by the vertical axis, $u=0$. The first three bifurcation points are $\left(0, \lambda_{1}\right),\left(0, \lambda_{2}\right)$, and $\left(0, \lambda_{3}\right)$. Here the notation is $\lambda=\frac{F}{\mathrm{EI}}$, and $\lambda_{1}=\frac{\pi^{2}}{L^{2}}, \lambda_{2}=\frac{4 \pi^{2}}{L^{2}}$, and $\lambda_{3}=\frac{9 \pi^{2}}{L^{2}}$.

Nonzero solutions of Eqs. (22) and (23) are

$$
\begin{equation*}
u_{n}(X)=A_{n} \cos \left(\sqrt{\lambda_{n}} X\right) \quad \text { at } \quad \lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}} \tag{24}
\end{equation*}
$$

where $n \in \mathbf{Z}^{*}$ is a nonzero integer and $A_{n}$ is the amplitude. The bifurcation diagram and the first three modes of buckling are shown in Fig. 12(b).
2.6 Closure on the Basic Concepts Underlying Stability and Bifurcation. The issues of bifurcation in the equilibrium solutions of nonlinear solids and their stability are two important but different topics [77,94-97]. Generally speaking, stability theory mostly studies the response of deformed bodies or structures under disturbance, while bifurcation theory mainly focuses on the nonuniqueness of solutions in solid mechanics.

These two different concepts and the underlying theories are linked. For example, the buckling of Euler's column corresponds to a bifurcation point at which the unbuckled deformation becomes unstable. Other examples of the relationship between stability and bifurcation include an inflated elastic cylinder [96], a soap film spanning a flexible loop [97], and surface instability of a compressed half-space of elastic materials [27,89], etc. In the examples mentioned above, the bifurcation points and the unstable critical points coincide with each other. Such straightforward examples, however, are rather few, making a complete understanding of the connection between the two issues difficult.

Two landmark works in the mechanics community were carried out by Ericksen and Toupin [94] and Hill [95] for the relationship between stability and bifurcation. They showed that there was no bifurcation from the trivial solution if the corresponding state of the trivial solution was stable, i.e., stability implies uniqueness, but the converse does not follow.

## 3 One-Dimensional Electrostatics of Deformable Dielectrics

In this section, before proceeding to a 3D formulation, we present a 1D theory of electrostatics of deformable media. The objective is to establish the key ideas of electro-elasticity in a simple manner without contending with the tedium of tensor algebra.
3.1 Kinematics. Kinematics in mechanics of deformable solids just describes the motion of a body without considering the force or the electric field or other fields that caused the motion [98-100]. In this tutorial, we only focus on static systems.
3.1.1 Deformation of a Body. Consider a 1D body occupying the domain $\Omega_{R}^{1} \subseteq \mathbb{R}$ in 1D Euclidean space. The 1D body can be identified with the occupied domain in some fixed configuration, which we term the reference configuration. The domain in a reference configuration is denoted by $\Omega_{R}^{1} \subseteq \mathbb{R}$, and the 1D body identified with $\Omega_{R}^{1}=\left\{X \in \mathbb{R}: X_{a}<X<X_{b}\right\}$ is called the reference body. A point $X \in \Omega_{R}^{1}$ is called a material point. The boundary of $\Omega_{R}^{1}$ is denoted by $\partial \Omega_{R}^{P}=\left\{X=X_{a} \& X_{b}\right\}$.
Consider a smooth function $\chi: \Omega_{R}^{1} \rightarrow \mathbb{R}$ that assigns to each material point $X \in \Omega_{R}^{1}$ a point

$$
\begin{equation*}
x=\chi(X)=X+u(X) \in \Omega^{1} \tag{25}
\end{equation*}
$$

where $x$ is called the spatial point and $u(X)$ is the displacement that relates the material point $X \in \Omega_{R}^{1}$ and the spatial point $x \in \Omega^{1}$.

The function $\chi$ in Eq. (25) is invertible and there exists a unique function $\chi^{-1}: \Omega^{1} \rightarrow \mathbb{R}$ that assigns to each spatial point $x \in \Omega^{1}$ a material point

$$
\begin{equation*}
X=\chi^{-1}(x) \in \Omega_{R}^{1} \tag{26}
\end{equation*}
$$

Mathematically, with the properties of inverse functions, each spatial point $x \in \Omega^{1}$ must correspond to no more than one material
point $X \in \Omega_{R}$ and vice versa. Physically, a particle, denoted by $X \in \Omega_{R}^{1}$, cannot break into two particles, and two different particles, for example, $X_{1}, X_{2} \in \Omega_{R}^{1}$, cannot occupy the same spatial position during deformation.
3.1.2 Deformation Gradient and Strain. The (scalar) deformation gradient of 1D deformation is defined by

$$
\begin{equation*}
F=\frac{\partial \chi(X)}{\partial X}=1+\frac{\partial u(X)}{\partial X}>0 \tag{27}
\end{equation*}
$$

where $\partial u(X) / \partial X$ is the displacement gradient. The inverse of the deformation gradient is

$$
\begin{equation*}
F^{-1}=\frac{1}{F}=\frac{\partial \chi^{-1}(x)}{\partial x} \tag{28}
\end{equation*}
$$

The inverse $F^{-1}$ in Eq. (28) is related to the derivative of the inverse function that can be given by the inverse function theorem, such that $\left(f^{-1}\right)^{\prime}(x)=1 / f^{\prime}(X)$, where the prime denotes the derivative.

By using Eqs. (25), (27), and (28), the deformation gradient $F$ and the inverse $F^{-1}$ relate to the reference length element $d X$ and the current length element $d x$ as

$$
\begin{equation*}
d x=F d X \quad \text { and } \quad d X=F^{-1} d x \tag{29}
\end{equation*}
$$

In addition, the strain is often used to describe the deformation. Consider the change in the squared lengths $d x^{2}-d X^{2}$. Here $d x^{2}$ (or the expression $(d x)^{2}$ ) is the squared distance of two spatial points while $d X^{2}$ is the squared original distance of two material points. We may introduce two scalars $E_{s}$ and $e_{s}$, namely,

$$
\begin{equation*}
d x^{2}-d X^{2}=2 E_{s} d X^{2}=2 e_{s} d x^{2} \tag{30}
\end{equation*}
$$

where $E_{s}$ is the so-called Green strain and $e_{s}$ is the Euler strain. Substituting Eq. (29) into Eq. (30), we have

$$
\begin{equation*}
E_{s}=\frac{1}{2}\left(F^{2}-1\right) \quad \text { and } \quad e_{s}=\frac{1}{2}\left(1-F^{-2}\right) \tag{31}
\end{equation*}
$$

Alternatively, the strains are expressed in terms of the displacement gradient in Eq. (27)

$$
\begin{equation*}
E_{s}=\frac{\partial u}{\partial X}+\frac{1}{2}\left(\frac{\partial u}{\partial X}\right)^{2} \quad \text { and } \quad e_{s}=\frac{1}{2}\left(1-\left(1+\frac{\partial u}{\partial X}\right)^{-2}\right) \tag{32}
\end{equation*}
$$

In particular, for small deformation $\left\|\frac{\partial u}{\partial X}\right\| \ll 1$, the high-order terms in Eq. (32) are omitted, then the Green and the Euler strains are equivalent, such that

$$
\begin{equation*}
E_{s}=e_{s}=\frac{\partial u}{\partial X} \tag{33}
\end{equation*}
$$

3.1.3 Differentiation and Integration. Differentiations in the reference and current configurations are also called the material and spatial derivatives. They can be connected by the deformation gradient $F$ in Eq. (27). The material and spatial derivatives are

$$
\begin{equation*}
\frac{\partial}{\partial X} \quad \text { and } \quad \frac{\partial}{\partial x} \tag{34}
\end{equation*}
$$

Consider a smooth scalar field, which is represented by $\phi(x)$ in the current configuration $\left(\Omega^{1}\right)$ and by $\phi_{R}(X)$ in the reference configuration $\left(\Omega_{R}^{1}\right.$ ). With the chain-rule, we have the following relation:

$$
\begin{align*}
\frac{\partial \phi_{R}(X)}{\partial X} & =\left.\frac{\partial \phi(x)}{\partial x} \frac{\partial \chi(X)}{\partial X}\right|_{x=\chi_{(X)}}=\left.F \frac{\partial \phi(x)}{\partial x}\right|_{x=\chi_{( }(X)} \text { or }  \tag{35}\\
\frac{\partial \phi}{\partial X} & =\frac{\partial \phi}{\partial x} \frac{\partial \chi}{\partial X}=F \frac{\partial \phi}{\partial x}
\end{align*}
$$

The latter one $(35)_{2}$ is more concise, where we have dropped the arguments and the subscript.

In addition, with the length element relation $d x=F d X$ in Eq. (29), we have the following relation between the spatial and material integrals

$$
\begin{equation*}
\int_{\Omega^{1}} \phi(x) d x=\int_{\Omega_{R}^{1}} \phi_{R}(X) F(X) d X \quad \text { or } \quad \int_{\Omega^{1}} \phi d x=\int_{\Omega_{R}^{1}} \phi F d X \tag{36}
\end{equation*}
$$

### 3.2 Maxwell's Equations

3.2.1 Spatial Representation. Maxwell's equations of electrostatics govern the behavior of materials when subject to the presence of charges or potential differences. In 1D electrostatics, the Maxwell equations in the current configuration are (International System of Units (SI) convention)

$$
\begin{equation*}
E^{1}=-\frac{\partial \xi}{\partial x} \quad \text { and } \quad \frac{\partial D^{1}}{\partial x}=\rho_{\mathrm{f}}^{1} \tag{37}
\end{equation*}
$$

where $E^{1}$ is the (true) electric field, $\xi$ is the electric potential, $D^{1}$ is the (true) electric displacement field, and $\rho_{\mathrm{f}}^{1}$ is the (free) charge density (free charge per unit length in the current configuration). Free charges are those which exist and remain in the body regardless of any applied electrostatic boundary conditions. We remark that Maxwell's equations, as written in most physics and nonmechanics books, are always in the current configuration.

The electric boundary conditions (voltage-controlled) on $x=x_{a}$ and $x=x_{b}$ are given by

$$
\begin{equation*}
\xi\left(x_{a}\right)=\xi_{a} \quad \text { and } \quad \xi\left(x_{b}\right)=\xi_{b} \tag{38}
\end{equation*}
$$

For physical reasons, we may introduce another field, the polarization of a body, and is defined as

$$
\begin{equation*}
D^{1}=\varepsilon_{0} E^{1}+P^{1} \tag{39}
\end{equation*}
$$

where $\varepsilon_{0}$ is the vacuum permittivity and $P^{1}$ is the (true) polarization field. The vacuum does not polarize and therefore the polarization $P^{1}$ is zero in the vacuum and the relation (39) reduces to $D^{1}=\varepsilon_{0} E^{1}$.

The electric constitutive relation in the current configuration that is most frequently used is the one that linearly relates the electric displacement to the electric field

$$
\begin{equation*}
D^{1}=\varepsilon E^{1} \tag{40}
\end{equation*}
$$

where $\varepsilon$ is the permittivity of the material. While the relation in vacuum is expected to be exact, the above equation is a constitutive choice and is applicable to only linear dielectrics.

A direct consequence of Eqs. (39) and (40) for linear dielectrics is

$$
\begin{equation*}
P^{1}=\left(\varepsilon-\varepsilon_{0}\right) E^{1} \tag{41}
\end{equation*}
$$

3.2.2 Material Representation. Since we have to couple elasticity with electrostatics, we often need to invoke Maxwell's equations in the reference configuration also. They are (SI units convention)

$$
\begin{equation*}
\tilde{E}^{1}=-\frac{\partial \xi}{\partial X} \quad \text { and } \quad \frac{\partial \tilde{D}^{1}}{\partial X}=\tilde{\rho}_{f}^{1} \tag{42}
\end{equation*}
$$

where $\tilde{E}^{1}$ is the (nominal) electric field, $\xi$ is the electric potential, $\tilde{D}^{1}$ is the (nominal) electric displacement, and $\tilde{\rho}_{f}^{1}$ is the (free) charge density (free charge per unit length in the reference configuration).

The electric boundary conditions (voltage-controlled) on $X=X_{a}$ and $X=X_{b}$ are given by

$$
\begin{equation*}
\xi\left(X_{a}\right)=\xi_{a} \quad \text { and } \quad \xi\left(X_{b}\right)=\xi_{b} \tag{43}
\end{equation*}
$$

Recalling the relation (35), the nominal electric field $\tilde{E}^{1}$ is related to the true electric field $E^{1}$ by

$$
\begin{equation*}
\tilde{E}^{1}=-\frac{\partial \xi}{\partial X}=-\frac{\partial \xi}{\partial x} \frac{\partial x}{\partial X}=E^{1} F \tag{44}
\end{equation*}
$$

The nominal electric displacement field in the reference configuration is equal to the true electric displacement field, namely ${ }^{6}$

$$
\begin{equation*}
\tilde{D}^{1}=D^{1} \tag{45}
\end{equation*}
$$

which leads to the relation

$$
\begin{equation*}
\tilde{D}^{1}=\varepsilon F^{-1} \tilde{E}^{1} \tag{46}
\end{equation*}
$$

3.3 Balance of Forces. The contact forces on the boundaries $x=x_{a}$ and $x=x_{b}$ in 1D formulation are

$$
\begin{equation*}
t^{1}\left(x_{a}\right)=t_{x_{a}}^{1} \quad \text { and } \quad t^{1}\left(x_{b}\right)=t_{x_{b}}^{1} \tag{47}
\end{equation*}
$$

In 1D statics, balance of forces in the deformed body $\Omega^{1}=\{x \in \mathbb{R}$ : $\left.x_{a}<x<x_{b}\right\}$ is

$$
\begin{equation*}
t_{x_{b}}^{1}-t_{x_{a}}^{1}+\int_{x_{a}}^{x_{b}} b^{1}(x) d x=0 \tag{48}
\end{equation*}
$$

where $b^{1}(x)$ is the body force density (per unit length) in the current configuration. The smooth function $t^{1}: \Omega^{1} \rightarrow \mathbb{R}$ can be interpreted as the force (or the stress) on the 1D body. We define that $t^{1}(x)>0$ corresponds to an extended (spatial) point $x$ while $t^{1}(x)<0$ corresponds to a compressed (spatial) point $x$. Using integration by parts, an alternative form of Eq. (48) is

$$
\begin{equation*}
\int_{x_{a}}^{x_{b}}\left(\frac{\partial t^{1}(x)}{\partial x}+b^{1}(x)\right) d x=0 \tag{49}
\end{equation*}
$$

Since Eq. (49) holds for any $\Omega^{1}=\left\{x \in \mathbb{R}: x_{a}<x<x_{b}\right\}$, differential form or local form of balance of forces given by

$$
\begin{equation*}
\frac{\partial t^{1}(x)}{\partial x}+b^{1}(x)=0 \tag{50}
\end{equation*}
$$

With the relation (36), the integral of the body force in Eq. (48) can be written in the reference configuration as

$$
\begin{equation*}
\int_{X_{a}}^{X_{b}} b_{R}^{1}(X) F(X) d X=\int_{x_{a}}^{x_{b}} b^{1}(x) d x \quad \text { or } \quad \int_{X_{a}}^{X_{b}} b_{R}^{1} F d X=\int_{x_{a}}^{x_{b}} b^{1} d x \tag{51}
\end{equation*}
$$

With the traction boundary conditions

$$
\begin{equation*}
t_{R}^{1}\left(X_{a}\right)=t_{X_{a}}^{1} \quad \text { and } \quad t_{R}^{1}\left(X_{b}\right)=t_{X_{b}}^{1} \tag{52}
\end{equation*}
$$

together with Eqs. (48) and (51), the global form of balance of forces in the reference configuration becomes

$$
\begin{equation*}
t_{X_{b}}^{1}-t_{X_{a}}^{1}+\int_{X_{a}}^{X_{b}} b_{R}^{1}(X) F d X=0 \tag{53}
\end{equation*}
$$

[^4]By using integration by parts, similar to the procedure used in Eqs. (49) and (50), we have the local form of balance of forces in the reference configuration

$$
\begin{equation*}
\frac{\partial t^{1}(X)}{\partial X}+b_{0}^{1}(X)=0 \tag{54}
\end{equation*}
$$

where the subscript $R$ is dropped and $b_{0}^{1}(X)=b^{1}(X) F$ is the body force (density) in the reference configuration.

It is important to emphasize that the forces (or stresses) $t_{R}^{1}$ and $t^{1}$ in the two configurations are the same. In contrast, the body forces $b_{0}^{1}$ and $b_{1}$ are related by $b_{0}^{1}=b^{1} F$. In the way we have presented the 1D formulation, there is no change of the crosssectional area, but the length elements are related by $d x=F d X$.
3.4 Constitutive Equations. In electro-elasticity, the stress $t^{1}$ can be decomposed into two parts

$$
\begin{equation*}
t^{1}=t^{e}+t^{M} \tag{55}
\end{equation*}
$$

where $t^{e}$ is the elastic stress and $t^{M}$ is the so-called Maxwell stress (to be defined shortly). Note that the nominal and true stresses are the same in 1D continuum mechanics. The elastic stress is a function of the deformation gradient

$$
\begin{equation*}
t^{e}=f^{1}(F) \tag{56}
\end{equation*}
$$

In one widely used constitutive choice (linear Hooke's law), the elastic stress can be represented by

$$
\begin{equation*}
t^{e}=C(F-1)=C \frac{\partial u}{\partial X} \tag{57}
\end{equation*}
$$

where $C$ is the elastic modulus for small deformation.
The divergence of the Maxwell stress can be regarded as the electric body force. The readers can refer to the works [25,101,102] for further discussion of other definitions of the Maxwell stress. The electric body force comes from the Lorentz force. For a charge distribution $\rho_{\mathrm{f}}^{1}$ in an electric field $E^{1}$, the Lorentz force per unit volume is equal to $\rho_{\mathrm{f}}^{1} E^{1}$ in the electrostatics. By the identification, $\partial t^{M} / \partial x=\rho_{\mathrm{f}}^{1} E^{1}$, i.e., the divergence of the Maxwell stress can be related to the electric body force, the 1D Maxwell stress of linear soft dielectrics in the current configuration as ${ }^{7}$

$$
\begin{equation*}
t^{M}=\frac{\varepsilon}{2}\left(E^{1}\right)^{2} \tag{58}
\end{equation*}
$$

It follows from Eqs. (37), (40), and (58) that $\partial t^{M} / \partial x=\varepsilon E^{1} \partial E^{1} / \partial x=E^{1} \partial D^{1} / \partial x=\rho_{\mathrm{f}}^{1} E^{1}$. A more general derivation of the Maxwell stress in 3D from the balance of force is shown in Sec. 4.5.3. By Eqs. (44) and (46), the 1D Maxwell stress (58) can also be written as either $t^{M}=\frac{\varepsilon}{2}\left(F^{-1} \tilde{E}^{1}\right)^{2}$ or $t^{M}=\frac{1}{2 \varepsilon}\left(\tilde{D}^{1}\right)^{2}$. Thus, the total stress $t^{1}$ in Eq. (55) can be written as

$$
\begin{equation*}
t^{1}=f^{1}(F)+\frac{\varepsilon}{2}\left(F^{-1} \tilde{E}^{1}\right)^{2} \tag{59}
\end{equation*}
$$

3.5 Summary of the Boundary-Value Problem. The boundary-value problem of the electrostatics of deformable dielectrics in the reference configuration can be compactly summarized as

[^5]\[

\left.$$
\begin{array}{l}
\underbrace{\frac{\partial t^{1}(X)}{\partial X}+b_{0}^{1}(X)=0}_{\text {equilibrium equation }}, \underbrace{\tilde{E}^{1}=-\frac{\partial \xi}{\partial X}, \frac{\partial \tilde{D}^{1}}{\partial X}=\tilde{\rho}_{\mathrm{f}}^{1}}_{\text {Maxwell's equations }} \\
\underbrace{\tilde{D}^{1}=\varepsilon F^{-1} \tilde{E}^{1}}_{\text {relation (linear dielectrics) }}, \underbrace{t_{R}^{1}\left(X_{a}\right)=t_{X_{a}}^{1}, t_{R}^{1}\left(X_{b}\right)=t_{X_{b}}^{1}}_{\text {electric BCs }}, \\
\underbrace{\xi\left(X_{a}\right)=\xi_{a}, \xi\left(X_{b}\right)=\xi_{b}}_{\text {mechanical BCs }},  \tag{60}\\
\underbrace{t^{1}=f^{1}(F)+\frac{\varepsilon}{2}\left(F^{-1} \tilde{E}^{1}\right)^{2}}_{\text {constitutive equation }}, \underbrace{F=1+\frac{\partial u(X)}{\partial X}}_{\text {kinematics }} .
\end{array}
$$\right\}
\]

In the above representation, we have chosen the constitutive law representative of a linear dielectric, and the nominal electric field is our state variable (in addition to the deformation). Other state variables can also be used in the formulation, and, based on the review by Liu [82], we will elaborate on that later on in the paper when we discuss the 3D formulation. For the sake of brevity, we have only emphasized the force-traction and voltagecontrolled boundary conditions in Eq. (60).
In contrast to Eq. (60), the boundary-value problem in the current configuration may be summarized as

$$
\left.\begin{array}{l}
\underbrace{\frac{\partial t^{1}(x)}{\partial x}+b^{1}(x)=0}_{\text {equilibrium equation }}, \underbrace{E^{1}=-\frac{\partial \xi}{\partial x}, \frac{\partial D^{1}}{\partial x}=\rho_{\mathrm{f}}^{1}}_{\text {Maxwell's equations }}, \\
\underbrace{D^{1}=\varepsilon E^{1}}_{\text {relation (linear dielectrics) }}, \underbrace{t^{1}\left(x_{a}\right)=t_{x_{a}}^{1}, t^{1}\left(x_{b}\right)=t_{x_{b}}^{1}}_{\text {mechanical BCs }}, \\
\underbrace{\xi\left(x_{a}\right)=\xi_{a}, \xi\left(x_{b}\right)=\xi_{b}}_{\text {electric BCs }}, \\
\underbrace{t^{1}=f^{1}\left(e_{s}\right)+\frac{\varepsilon}{2}\left(E^{1}\right)^{2}}_{\text {constitutive equation }}, \underbrace{e_{s}=\left.\frac{1}{2}\left(1-\left(1+\frac{\partial u}{\partial X}\right)^{-2}\right)\right|_{X=\chi^{-1}(x)}}_{\text {Euler strain }} \tag{61}
\end{array}\right\}
$$

3.6 Incremental Formulation and Bifurcation Analysis. Of interest here is the bifurcation analysis of the electromechanical behavior of 1D deformable dielectrics. We focus on the onset of bifurcation from a given trivial solution to other solutions of the boundary-value problem in Sec. 3.5. Based on the implicit function theorem in Sec. 2.4, the equations of equilibrium have a nontrivial solution bifurcating from the trivial solution only if their linearized forms possess a nonzero solution. The linearized equations describe the response of 1D deformable dielectrics, in a state of equilibrium, to infinitesimal increments of the deformation and the electric field (i.e., either the electric field or the electric displacement). We now linearize the above boundary-value problem (60).
The infinitesimal increment of the deformation $\chi$ is denoted by $u^{\star}(X)$, i.e., $\chi(X) \rightarrow \chi(X)+u^{\star}(X)$, with sufficiently small $\left\|u^{\star}(X)\right\|$ and $\left\|\frac{\partial}{\partial X} u^{\star}(X)\right\|$. Consider the variation of the deformation gradient $F=\frac{\partial \chi}{\partial X}$. By the definition (13), the infinitesimal increment of the deformation gradient is

$$
\begin{equation*}
F^{\star}=\left.\frac{d}{d \tau}\left(\frac{\partial}{\partial X}\left(\chi(X)+\tau u^{\star}(X)\right)\right)\right|_{\tau=0}=\frac{\partial u^{\star}}{\partial X} \tag{62}
\end{equation*}
$$

It can be understood that the consequence of the change $\chi(X) \rightarrow \chi(X)+u^{\star}(X)$ is $F \rightarrow F+F^{\star}$. Similarly, the infinitesimal increment of the inverse $F^{-1}$ is

$$
\begin{align*}
\left(F^{-1}\right)^{\star} & =\left.\frac{d}{d \tau}\left(\frac{\partial}{\partial X}\left(\chi(X)+\tau u^{\star}(X)\right)\right)^{-1}\right|_{\tau=0}  \tag{63}\\
& =-\left(\frac{\partial \chi(X)}{\partial X}\right)^{-2} \frac{\partial u^{\star}}{\partial X}=-F^{-2} F^{\star}
\end{align*}
$$

By the variation $F \rightarrow F+F^{\star}$ with sufficiently small $\left\|F^{\star}\right\|$, the infinitesimal increment $\left(F^{-1}\right)^{\star}$ can be obtained as follows: $\left(F^{-1}\right)^{\star}=\left.\frac{d}{d \tau}\left(F+\tau F^{\star}\right)^{-1}\right|_{\tau=0}=-F^{-2} F^{\star}$. One can also take the following derivation. Consider the identity $F F^{-1}=1$. Suppose that the deformation is changed from $\chi(X)$ to $\chi(X)+\tau u^{\star}(X)$. Differentiating both sides of the identity by $\tau$ at $\tau=0$, we obtain $F^{\star} F^{-1}+F\left(F^{-1}\right)^{\star}=0$, and, hence, that $\left(F^{-1}\right)^{\star}=-F^{-2} F^{\star}$.

The infinitesimal increment of the electric potential $\xi$ is denoted by $\xi^{\star}(X)$, i.e., $\xi(X) \rightarrow \xi(X)+\xi^{\star}(X)$, with sufficiently small $\left\|\xi^{\star}(X)\right\|$ and $\left\|\frac{\partial}{\partial X} \xi^{\star}(X)\right\|$. The infinitesimal increment of the nominal electric field $\tilde{E}^{1}$ in Eq. (42) is expressed as

$$
\begin{equation*}
\tilde{E}^{\star}=\left.\frac{d}{d \tau}\left(-\frac{\partial}{\partial X}\left(\xi+\tau \xi^{\star}\right)\right)\right|_{\tau=0}=-\frac{\partial \xi^{\star}}{\partial X} \tag{64}
\end{equation*}
$$

The infinitesimal increment $\tilde{D}^{\star}$ of the nominal electric displacement $\tilde{D}^{1}$ in Eq. (46) is ${ }^{8}$

$$
\begin{align*}
\tilde{D}^{\star} & =\left(\varepsilon F^{-1} \tilde{E}^{1}\right)^{\star}=\varepsilon\left(F^{-1}\right)^{\star} \tilde{E}^{1}+\varepsilon F^{-1} \tilde{E}^{\star} \\
& =\varepsilon F^{-1}\left(-F^{-1} \tilde{E}^{1} F^{\star}+\tilde{E}^{\star}\right) \tag{65}
\end{align*}
$$

The infinitesimal increment $t^{\star}$ of the total stress $t^{1}$ in Eq. (59) is

$$
\begin{equation*}
t^{\star}=\frac{\partial f^{1}(F)}{\partial F} F^{\star}+\left(F^{-1} \tilde{E}^{1}\right) \tilde{D}^{\star} \tag{66}
\end{equation*}
$$

Now the incremental version of the boundary-value problem (60) can be represented by

$$
\begin{align*}
& \frac{\partial t^{\star}(X)}{\partial X}=0, \quad \frac{\partial \tilde{D}^{\star}}{\partial X}=0, \\
& \underbrace{t^{\star}\left(X_{a}\right)=t^{\star}\left(X_{b}\right)=0, \xi^{\star}\left(X_{a}\right)=\xi^{\star}\left(X_{b}\right)=0}_{\text {incremental BCs }} \tag{67}
\end{align*}
$$

along with Eqs. (62)-(66).
3.7 An Energy Formulation of the Electrostatics of Deformable Dielectrics. As opposed to a "stress centric" approach described in Sec. 3.3, as done in purely mechanical continuum mechanics, we may also start by formulating free energy and then invoke a suitable variational principle to arrive at the theoretical formulation. In the energy formulation, the deformation gradient $F$ can be chosen as one state variable related to the mechanical field. The other state variable related to the electric fields can be chosen to be either the nominal electric field $\tilde{E}^{1}$, the nominal electric displacement $\tilde{D}^{1}$, or the nominal polarization $\tilde{P}^{1}$. For a rigorous formulation that presents a relative comparison of the different formulations may be found in Liu [82]. To proceed in the 1D formulation and simplify the discussion, we will assume the cross section of the 1D structure as a constant (unit area) that is independent of the deformation.

### 3.7.1 Formulation in Terms of the Nominal Electric Field $\tilde{E}^{1}$.

 Consider a smooth mapping $\chi: \Omega_{R}^{1} \rightarrow \mathbb{R}$. We use $\left(\chi, \tilde{E}^{1}\right)$ as the independent variables to formulate the 1D theory of electrostatics. By the identity $\tilde{E}^{1}=-\partial \xi / \partial X$ and the electric and mechanical boundary conditions$$
\begin{equation*}
\xi\left(X_{a}\right)=\xi_{a}, \quad \xi\left(X_{b}\right)=\xi_{b}, \quad t_{R}^{1}\left(X_{a}\right)=t_{X_{a}}^{1}, \quad t_{R}^{1}\left(X_{b}\right)=t_{X_{b}}^{1} \tag{68}
\end{equation*}
$$

we define the energy functional of the 1D system is defined as

$$
\begin{equation*}
F_{e}[\chi, \xi]=\int_{X_{a}}^{X_{b}} W^{1}\left(F, \tilde{E}^{1}\right)-\int_{X_{a}}^{X_{b}} b_{0}^{1} \cdot \chi-\left.\left(t_{R}^{1} \cdot \chi\right)\right|_{X_{a}} ^{X_{b}} \tag{69}
\end{equation*}
$$

where $b_{0}^{1}$ is the body force and $t_{R}^{1}$ is the traction force. The equilibrium state is then determined by the variational principle [82]

$$
\begin{equation*}
\min _{\chi} \max _{\xi} F_{e}[\chi, \xi] \tag{70}
\end{equation*}
$$

## - Variation of the electric field

Let us suppose that $\tilde{E}^{1}$ is the function required to make the free energy $F_{e}$ stationary. Consider the variation $\tilde{E}^{1} \rightarrow \tilde{E}^{1}+\tau \tilde{E}_{1}^{1}$. Here $\tau$ is a sufficiently small parameter and $\tilde{E}_{1}^{1}$ is an arbitrary function that satisfies all the kinematically admissible deformations. The variation of the electric potential $\xi$ related to the electric reads $\xi \rightarrow \xi+\tau \xi_{1}$, where the arbitrary potential function $\xi_{1}$ equals zero at both end-points, i.e., $\xi_{1}\left(X_{a}\right)=\xi_{1}\left(X_{b}\right)=0$.

The first variation of the energy functional (69) with respect to the electric potential admits

$$
\begin{align*}
\left.\frac{\partial F_{e}\left[\chi, \xi+\tau \xi_{1}\right]}{\partial \tau}\right|_{\tau=0} & =\int_{X_{a}}^{X_{b}} \frac{\partial W^{1}}{\partial \tilde{E}^{1}} \frac{\partial \xi_{1}}{\partial X} \\
& =\left.\left(\xi_{1} \frac{\partial W^{1}}{\partial \tilde{E}^{1}}\right)\right|_{X_{a}} ^{X_{b}}-\int_{X_{a}}^{X_{b}} \xi_{1} \frac{\partial}{\partial X}\left(\frac{\partial W^{1}}{\partial \tilde{E}^{1}}\right)=0 \tag{71}
\end{align*}
$$

By $\xi_{1}\left(X_{a}\right)=0$ and $\xi_{1}\left(X_{b}\right)=0$ and the standard lemma of the calculus of variations, Eq. (71) gives

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(\frac{\partial W^{1}}{\partial \tilde{E}^{1}}\right)=0 \tag{72}
\end{equation*}
$$

- Variation of the deformation

Let us suppose that the deformation $\chi$ makes the free energy $F_{e}$ stationary. Consider the variation $\chi \rightarrow \chi+\tau \chi_{1}$. Here $\chi_{1}$ is arbitrary and satisfies all the kinematically admissible deformations. The electric quantities are assumed to be independent of the variation of the deformation. Then the zero first variation of the energy functional (69) with respect to the deformation reads
$\left.\frac{\partial F_{e}\left[\chi+\tau \chi_{1}, \xi\right]}{\partial \tau}\right|_{\tau=0}=\int_{X_{a}}^{X_{b}} \frac{\partial W^{1}}{\partial F} \frac{\partial \chi_{1}}{\partial X}-\int_{X_{a}}^{X_{b}} b_{0}^{1} \cdot \chi_{1}-\left.\left(t_{R}^{1} \cdot \chi_{1}\right)\right|_{X_{a}} ^{X_{b}}=0$

[^6]which, with integration by parts and the lemma of the calculus of variations, gives the equilibrium equation
\[

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(\frac{\partial W^{1}}{\partial F}\right)+b_{0}^{1}=0 \tag{74}
\end{equation*}
$$

\]

and the natural (traction) boundary conditions

$$
\begin{equation*}
\frac{\partial W^{1}}{\partial F}=t_{R}^{1} \quad \text { at } X=X_{a} \& X_{b} \tag{75}
\end{equation*}
$$

We may further partition the energy function $W^{1}\left(F, \tilde{E}^{1}\right)$ of a dielectric elastomer as

$$
\begin{equation*}
W^{1}\left(F, \tilde{E}^{1}\right)=W_{\text {elast }}^{1}(F)-\frac{\varepsilon}{2} F^{-1}\left(\tilde{E}^{1}\right)^{2} \tag{76}
\end{equation*}
$$

It follows from Eqs. (72) and (76) that

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(\varepsilon F^{-1} \tilde{E}^{1}\right)=0 \tag{77}
\end{equation*}
$$

which, by Eq. (46), is the Maxwell equation (42) $)_{2}$ in the absence of free charges. By Eq. (76), the total stress is

$$
\begin{equation*}
\frac{\partial W^{1}}{\partial F}=\frac{\partial W_{\text {elast }}^{1}}{\partial F}+\frac{\varepsilon}{2}\left(F^{-1} \tilde{E}^{1}\right)^{2}=f^{1}(F)+\frac{\varepsilon}{2}\left(F^{-1} \tilde{E}^{1}\right)^{2} \tag{78}
\end{equation*}
$$

which is exactly the total stress shown in Eq. (59). A suitable mechanical constitutive law may be chosen by specifying $W_{\text {elast }}^{1}$.
3.7.2 Formulation in Terms of the Nominal Polarization $\tilde{P}^{I}$. We once again follow Liu [82]. Consider a smooth mapping $\chi: \Omega_{R}^{1} \rightarrow \mathbb{R}$. We use $\left(\chi, \tilde{P}^{1}\right)$ as the independent variables to formulate the 1D theory of electrostatics. By using the identity $\tilde{E}^{1}=-\partial \xi / \partial X$, the 1D Maxwell equation $(42)_{2}$ in the reference configuration in the absence of free charges is

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi}{\partial X}+F^{-1} \tilde{P}^{1}\right)=0 \tag{79}
\end{equation*}
$$

The electric and mechanical boundary conditions are

$$
\begin{equation*}
\xi\left(X_{a}\right)=\xi_{a}, \quad \xi\left(X_{b}\right)=\xi_{b}, \quad t_{R}^{1}\left(X_{a}\right)=t_{X_{a}}^{1}, \quad t_{R}^{1}\left(X_{b}\right)=t_{X_{b}}^{1} \tag{80}
\end{equation*}
$$

The free energy of the electrostatic system is

$$
\begin{equation*}
F_{p}\left[\chi, \tilde{P}^{1}\right]=F^{\mathrm{mech}}[\chi]+F^{\mathrm{elct}}\left[\chi, \tilde{P}^{1}\right] \tag{81}
\end{equation*}
$$

We claim that the equilibrium state is determined by the variational principle [82]

$$
\begin{equation*}
\min _{\chi} \min _{\tilde{P}^{1}} F_{p}\left[\chi, \tilde{P}^{1}\right] \tag{82}
\end{equation*}
$$

Subjected to the Maxwell Eq. (79) (which can be treated as a constraint) and the boundary conditions (80). The mechanical part $F^{\text {mech }}[\chi]$ in Eq. (81) can be written as

$$
\begin{equation*}
F^{\mathrm{mech}}[\chi]=\int_{X_{a}}^{X_{b}} W_{\mathrm{elast}}^{1}(F)-\int_{X_{a}}^{X_{b}} b_{0}^{1} \cdot \chi-\left.\left(t_{R}^{1} \cdot \chi\right)\right|_{X_{a}} ^{X_{b}} \tag{83}
\end{equation*}
$$

while the electric part $F^{\text {elct }}\left[\chi, \tilde{P}^{1}\right]$ for linear dielectric elastomers is

$$
\begin{align*}
F^{\mathrm{elct}}\left[\chi, \tilde{P}^{1}\right]= & \frac{\varepsilon_{0}}{2} \int_{X_{a}}^{X_{b}} F^{-1}\left(\frac{\partial \xi}{\partial X}\right)^{2} \\
& +\left.\left[\xi\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi}{\partial X}+F^{-1} \tilde{P}^{1}\right)\right]\right|_{X_{a}} ^{X_{b}}+\int_{X_{a}}^{X_{b}} \frac{F^{-1}\left(\tilde{P}^{1}\right)^{2}}{2\left(\varepsilon-\varepsilon_{0}\right)} \tag{84}
\end{align*}
$$

- Variation of the polarization Suppose that $\tilde{P}^{1}$ is the function required to make the free energy $F_{p}$ stationary. Consider the variation $\tilde{P}^{1} \rightarrow \tilde{P}^{1}+\tau \tilde{P}_{1}^{1}$. Here $\tau$ is a sufficiently small parameter and $\tilde{P}_{1}^{1}$ is an arbitrary function that satisfies all the kinematically admissible deformations. The variation of the electric potential $\xi$ related to the polarization reads $\xi \rightarrow \xi+\tau \xi_{1}$, where the arbitrary potential function $\xi_{1}$ equals zero at both end-points. The variation of the 1D Maxwell Eq. (79) reads

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi_{1}}{\partial X}+F^{-1} \tilde{P}_{1}^{1}\right)=0 \tag{85}
\end{equation*}
$$

The first variation of the free energy (81) with respect to the polarization is

$$
\begin{align*}
& \left.\frac{\partial F_{p}\left[\chi, \tilde{P}^{1}+\tau \tilde{P}_{1}^{1}\right]}{\partial \tau}\right|_{\tau=0} \\
& \quad=\varepsilon_{0} \int_{X_{a}}^{X_{b}} F^{-1}\left(\frac{\partial \xi}{\partial X}\right)\left(\frac{\partial \xi_{1}}{\partial X}\right)+\int_{X_{a}}^{X_{b}} \frac{F^{-1} \tilde{P}^{1} \tilde{P}_{1}^{1}}{\varepsilon-\varepsilon_{0}} \\
& \quad+\left.\left[\xi_{1}\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi}{\partial X}+F^{-1} \tilde{P}^{1}\right)+\xi\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi_{1}}{\partial X}+F^{-1} \tilde{P}_{1}^{1}\right)\right]\right|_{X_{a}} ^{X_{b}} \tag{86}
\end{align*}
$$

By $\xi_{1}\left(X_{a}\right)=\xi_{1}\left(X_{b}\right)=0$ and Eq. (85), the third term on the RHS of Eq. (86) can be written as

$$
\begin{align*}
& {\left.\left[\xi\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi_{1}}{\partial X}+F^{-1} \tilde{P}_{1}^{1}\right)\right]\right|_{X_{a}} ^{X_{b}}} \\
& \quad=\int_{X_{a}}^{X_{b}} \frac{\partial}{\partial X}\left[\xi\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi_{1}}{\partial X}+F^{-1} \tilde{P}_{1}^{1}\right)\right]  \tag{87}\\
& \quad=\int_{X_{a}}^{X_{b}}\left(-\varepsilon_{0} F^{-1} \frac{\partial \xi}{\partial X} \frac{\partial \xi_{1}}{\partial X}+F^{-1} \frac{\partial \xi}{\partial X} \tilde{P}_{1}^{1}\right)
\end{align*}
$$

Thus, the zero first variation (86) is reformulated as

$$
\begin{equation*}
\left.\frac{\partial F_{p}\left[\chi, \tilde{P}^{1}+\tau \tilde{P}_{1}^{1}\right]}{\partial \tau}\right|_{\tau=0}=\int_{X_{a}}^{X_{b}}\left(\frac{\partial \xi}{\partial X}+\frac{\tilde{P}^{1}}{\varepsilon-\varepsilon_{0}}\right) F^{-1} \tilde{P}_{1}^{1}=0 \tag{88}
\end{equation*}
$$

Since Eq. (88) must be satisfied for arbitrary $\tilde{P}_{1}^{1}$, it is easy to see that we require

$$
\begin{equation*}
\tilde{P}^{1}=-\left(\varepsilon-\varepsilon_{0}\right) \frac{\partial \xi}{\partial X} \tag{89}
\end{equation*}
$$

A consequence of Eqs. (79) and (89) is

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(-\varepsilon F^{-1} \frac{\partial \xi}{\partial X}\right)=0 \tag{90}
\end{equation*}
$$

which is the same as Eq. (77). By substituting Eq. (89) into Eq. (84) and using integration by parts and Eq. (90), we can show that

$$
\begin{equation*}
F^{\mathrm{elct}}\left[\chi, \tilde{P}^{1}\right]=-\int_{X_{a}}^{X_{b}} \frac{\varepsilon}{2} F^{-1}\left(\frac{\partial \xi}{\partial X}\right)^{2} \tag{91}
\end{equation*}
$$

It follows from Eqs. (83) and (91) that the free energy (81) can then be written as

$$
\begin{align*}
F_{p}\left[\chi, \tilde{P}^{1}\right]= & \int_{X_{a}}^{X_{b}}\left(W_{\text {elast }}^{1}(F)-\frac{\varepsilon}{2} F^{-1}\left(\frac{\partial \xi}{\partial X}\right)^{2}\right)  \tag{92}\\
& -\int_{X_{a}}^{X_{b}} b_{0}^{1} \cdot \chi-\left.\left(t_{R}^{1} \cdot \chi\right)\right|_{X_{a}} ^{X_{b}}
\end{align*}
$$

- Variation of the deformation Suppose that the deformation $\chi$ makes the free energy $F_{p}$ stationary. Consider the variation $\chi \rightarrow \chi+\tau \chi_{1}$. Here $\chi_{1}$ is arbitrary and satisfies all the kinematically admissible deformations. The electric quantities are assumed to be independent of the variation of the deformation. Then the zero first variation of the free energy (92) with respect to the deformation is

$$
\begin{align*}
0 & =\left.\frac{\partial F_{p}\left[\chi+\tau \chi_{1}, \tilde{P}^{1}\right]}{\partial \tau}\right|_{\tau=0} \\
& =\int_{X_{a}}^{X_{b}}\left(\frac{\partial W_{\text {elast }}^{1}}{\partial F}+t^{M}\right) \frac{\partial \chi_{1}}{\partial X}-\int_{X_{a}}^{X_{b}} b_{0}^{1} \cdot \chi_{1}-\left.\left(t_{R}^{1} \cdot \chi_{1}\right)\right|_{X_{a}} ^{X_{b}} \\
& =\left.\left[\left(\frac{\partial W_{\text {elast }}^{1}}{\partial F}+t^{M}-t_{R}^{1}\right) \cdot \chi_{1}\right]\right|_{X_{a}} ^{X_{b}}-\int_{X_{a}}^{X_{b}}\left[\frac{\partial}{\partial X}\left(\frac{\partial W_{\text {elast }}^{1}}{\partial F}+t^{M}\right)+b_{0}^{1}\right] \cdot \chi_{1} \tag{93}
\end{align*}
$$

where $t^{M}$ is the Maxwell stress

$$
\begin{equation*}
t^{M}=\frac{\varepsilon}{2}\left(F^{-1} \frac{\partial \xi}{\partial X}\right)^{2}=\frac{\varepsilon}{2}\left(F^{-1} \tilde{E}^{1}\right)^{2} \tag{94}
\end{equation*}
$$

that is the same as the one in Eq. (78) (or Eq. (59)). Since $\chi_{1}$ is an arbitrary function, the zero first variation (93) gives the equilibrium equation

$$
\begin{equation*}
\frac{\partial}{\partial X}\left(\frac{\partial W_{\text {elast }}^{1}}{\partial F}+t^{M}\right)+b_{0}^{1}=0 \tag{95}
\end{equation*}
$$

and the natural (traction) boundary conditions

$$
\begin{equation*}
\frac{\partial W_{\text {elast }}^{1}}{\partial F}+t^{M}=t_{R}^{1} \quad \text { at } X=X_{a} \& X_{b} \tag{96}
\end{equation*}
$$

A third type of the energy formulation is also possible-in terms of the deformation $\chi$ and the nominal electric displacement $\tilde{D}^{1}$ —and is omitted here. The reader can refer to the work by Liu [82].

### 3.8 Examples of Large Deformation and Bifurcation Analysis in Soft Dielectrics

3.8.1 Large Deformation. Consider a circular disk of soft dielectrics subjected to an applied voltage $\Phi$ (see Fig. 13). Recall the boundary-value problem (BVP) (60), the electric and mechanical boundary conditions are

$$
\begin{equation*}
\xi(0)=0, \quad \xi(H)=\Phi, \quad t_{R}^{1}(0)=t_{R}^{1}(H)=0 \tag{97}
\end{equation*}
$$

We specialize in homogeneous deformations and the deformation gradient $F=\frac{\partial \chi}{\partial X}=\frac{\lambda_{3} H}{H}=\lambda_{3}$ is a constant. The Maxwell equation in the BVP (60), together with the electric boundary


Fig. 13 Schematic of the deformation of a circular disk of soft dielectrics subjected to an applied voltage $\Phi$. Two layers of compliant electrodes are coated on the upper and bottom surfaces. The disk deforms from thickness $H$ to $\lambda_{3} H$, and both the upper and bottom electrodes gain an electric charge of magnitude $Q$.
conditions (97), gives the solution of the potential $\xi(X)=\frac{X}{H} \Phi$. Then the nominal electric field is

$$
\begin{equation*}
\tilde{E}^{1}=-\frac{\partial \xi}{\partial X}=-\frac{\Phi}{H} \tag{98}
\end{equation*}
$$

It follows from Eq. (98) that the Maxwell stress in the BVP (60) is

$$
\begin{equation*}
t^{M}=\frac{\varepsilon}{2 \lambda_{3}^{2}}\left(\frac{\Phi}{H}\right)^{2} \tag{99}
\end{equation*}
$$

The total stress in Eq. (60) then is

$$
\begin{equation*}
t^{1}=f^{1}\left(\lambda_{3}\right)+\frac{\varepsilon}{2 \lambda_{3}^{2}}\left(\frac{\Phi}{H}\right)^{2} \tag{100}
\end{equation*}
$$

which is independent of the coordinate $X$ due to a constant $\lambda_{3}$. Thus, the mechanical boundary conditions in Eq. (97) finally give the governing equation

$$
\begin{equation*}
f^{1}\left(\lambda_{3}\right)+\frac{\varepsilon}{2 \lambda_{3}^{2}}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{101}
\end{equation*}
$$

which governs the deformation $\lambda_{3}$ of the disk subjected to the applied voltage $\Phi$.
3.8.2 Incremental Boundary-Value Problem. In contrast to Eq. (97), the incremental electric and mechanical boundary conditions are

$$
\begin{equation*}
\xi^{\star}(0)=\xi^{\star}(H)=0 \quad \text { and } \quad t^{\star}(0)=t^{\star}(H)=0 \tag{102}
\end{equation*}
$$

The infinitesimal increments of the potential and displacement are assumed to be $\xi^{\star}$ and $u^{\star}=\lambda_{3}^{\star} X$, where $\lambda_{3}^{\star}$ is sufficiently small and independent of the coordinates. It follows from Eqs. (62) and (64) that

$$
\begin{equation*}
F^{\star}=\lambda_{3}^{\star} \quad \text { and } \quad \tilde{E}^{\star}=-\frac{\partial \xi^{\star}}{\partial X} \tag{103}
\end{equation*}
$$

Since $F=\lambda_{3}$ and $F^{\star}=\lambda_{3}^{\star}$ are independent of the coordinates, the increment $\tilde{D}^{\star}$ in Eq. (65) and the incremental Maxwell equation $\frac{\partial \tilde{D}^{\star}}{\partial X}=0$ in Eq. (67) implies $\frac{\partial \tilde{E}^{\star}}{\partial X}=0$. By Eq. (103), we have $\frac{\partial^{2} \xi^{\star}}{\partial X^{2}}=0$, which, together with the incremental electric boundary conditions $(102)_{1}$, gives $\xi^{\star}(X)=0$. Thus

$$
\begin{equation*}
\tilde{E}^{\star}=0 \quad \text { and } \quad \tilde{D}^{\star}=\varepsilon \lambda_{3}^{-2} \frac{\Phi}{H} \lambda_{3}^{\star} \tag{104}
\end{equation*}
$$

where $\lambda_{3}$ is the solution to the governing Eq. (101). The infinitesimal increment $t^{\star}$ in Eq. (66) then is

$$
\begin{equation*}
t^{\star}=\frac{\partial f^{1}\left(\lambda_{3}\right)}{\partial \lambda_{3}} \lambda_{3}^{\star}-\varepsilon \lambda_{3}^{-3}\left(\frac{\Phi}{H}\right)^{2} \lambda_{3}^{\star} \tag{105}
\end{equation*}
$$

Thus, the incremental mechanical boundary conditions $(102)_{2}$ give $\left[\frac{\partial f^{1}\left(\lambda_{3}\right)}{\partial \lambda_{3}}-\varepsilon \lambda_{3}^{-3}\left(\frac{\Phi}{H}\right)^{2}\right] \lambda_{3}^{\star}=0$, which requires

$$
\begin{equation*}
\frac{\partial f^{1}\left(\lambda_{3}\right)}{\partial \lambda_{3}}-\varepsilon \lambda_{3}^{-3}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{106}
\end{equation*}
$$

for nonzero $\lambda_{3}^{\star}$ and Eq. (106) is the necessary condition for bifurcation. One can also obtain Eq. (106) directly from the governing Eq. (101) by using the implicit function theorem in Sec. 2.4.1. The procedure is the same as that of the first two bifurcation examples in Sec. 2.5.2. Let $x=\lambda_{3}$ and $\lambda=\frac{\varepsilon}{2}\left(\frac{\Phi}{H}\right)^{2}$ in Eq. (101) for notation simplicity, we have the reformulated governing equation $f_{3}(x, \lambda)=f^{1}(x)+x^{-2} \lambda=0$. The condition of bifurcation is $\frac{\partial f_{3}(x, \lambda)}{\partial x}=\frac{\partial f^{1}(x)}{\partial x}-2 x^{-3} \lambda=0$, which is exactly the same as Eq. (106). In the following, we will consider two kinds of the constitutive laws.

- Linear constitutive law Consider the constitutive law (57). The governing Eq. (101) becomes

$$
\begin{equation*}
C\left(\lambda_{3}-1\right)+\frac{\varepsilon}{2 \lambda_{3}^{2}}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{107}
\end{equation*}
$$

while the necessary condition (106) for bifurcation is

$$
\begin{equation*}
C-\varepsilon \lambda_{3}^{-3}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{108}
\end{equation*}
$$

- Nonlinear constitutive law Assuming the neo-Hookean constitutive law to describe the mechanical behavior of the solid, the strain-energy function $W_{\text {elast }}^{1}$ in Eqs. (95) and (96) can be written as $W_{\text {elast }}^{1}\left(\lambda_{3}\right)=\frac{\mu}{2}\left(\lambda_{3}^{2}+2 \lambda_{3}^{-1}-3\right)$, where $\mu$ is the shear modulus at small deformation. By the elastic stress $t^{e}=f^{1}\left(\lambda_{3}\right)=\partial W_{\text {elast }}^{1} / \partial \lambda_{3}$, the governing Eq. (101) becomes

$$
\begin{equation*}
\mu\left(\lambda_{3}-\lambda_{3}^{-2}\right)+\frac{\varepsilon}{2 \lambda_{3}^{2}}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{109}
\end{equation*}
$$

and while the necessary condition (106) for bifurcation is

$$
\begin{equation*}
\mu\left(1+2 \lambda_{3}^{-3}\right)-\varepsilon \lambda_{3}^{-3}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{110}
\end{equation*}
$$

Regarding the governing Eq. (109), a similar equation can be found, see Eq. (28) in the work [58]

$$
\begin{equation*}
\mu\left(\lambda_{3}-\lambda_{3}^{-2}\right)+\frac{\varepsilon}{\lambda_{3}^{3}}\left(\frac{\Phi}{H}\right)^{2}=0 \tag{111}
\end{equation*}
$$

The difference between Eqs. (109) and (111) are due to the simplified 1D model in our tutorial which does not consider the deformation of the cross section.
To make a direct comparison to the stability analysis in the work [58], we consider the equilibrium Eq. (111), which is reformulated as


Fig. 14 Bifurcation of the equilibrium state, $\sqrt{x-x^{4}}-\lambda=0$ in Eq. (112), of a film of neo-Hookean ideal dielectrics subjected to an applied electric field. The load parameter $\lambda$ here is the nominal electric field $\tilde{E}_{3} \sqrt{\varepsilon / \mu}$ in Eq. (29) by Zhao and Wang [58], and the state variable $x$ is the stretch $\lambda_{3}$ in the thickness direction. The limit point, $\left(1-x_{b}, \lambda_{b}\right)=(0.37,0.69)$, is found by the bifurcation analysis.

$$
\begin{equation*}
f_{4}(x, \lambda)=\sqrt{x-x^{4}}-\lambda=0 \tag{112}
\end{equation*}
$$

where $x=\lambda_{3}$ and $\lambda=\frac{\Phi}{H} \sqrt{\varepsilon / \mu}$ for notation simplicity. By using the implicit function theorem in Sec. 2.4.1 or considering the statement below Eq. (106), the existence of the bifurcation point requires

$$
\begin{equation*}
\frac{\partial f_{4}}{\partial x}=\frac{1}{2} \frac{1-4 x^{3}}{\sqrt{x-x^{4}}}=0 \tag{113}
\end{equation*}
$$

giving $x=\left(\frac{1}{4}\right)^{1 / 3}=0.63$ that is exactly the critical point for the onset of pull-in instability in the work [58]. The bifurcation diagram is plotted in Fig. 14.

## 4 Three-Dimensional Electrostatics of Soft Deformable Dielectrics

In this section, we summarize nonlinear electro-elasticity in the context of three-dimensional solids. Several books may be consulted for foundations of mechanics [77,98-100,103-106]. For the nonlinear field theory of deformable dielectrics, the following articles are good Refs. [25], [56], [78], [81], [82], [101], and [107-114].

### 4.1 Mathematical Preliminaries

4.1.1 Basic Tensor Algebra. A (second-order) tensor can be seen as a linear transformation from $\mathbb{R}^{3}$ space to $\mathbb{R}^{3}$ space. Thus a tensor $\mathbf{S}$ is a linear mapping of vectors to vectors; that is, for a vector $\mathbf{a} \in \mathbb{R}^{3}$

$$
\begin{equation*}
\mathbf{b}=\mathbf{S a} \in \mathbb{R}^{3} \tag{114}
\end{equation*}
$$

The (Cartesian) components $S_{i j}$ of the tensor $\mathbf{S}$ are

$$
\begin{equation*}
S_{i j}=\mathbf{e}_{i} \cdot \mathbf{S} \mathbf{e}_{j} \tag{115}
\end{equation*}
$$

where the dot in Eq. (115) denotes the inner (dot) product between vectors. An alternative (component) form of $\mathbf{b}=\mathbf{S a}$ in Eq. (114) is given by

$$
\begin{equation*}
b_{i}=S_{i j} a_{j} \tag{116}
\end{equation*}
$$

Table 1 A brief summary of properties of a second-order tensor S [98-100]

| Name | Symbol | How obtained | Notes |
| :---: | :---: | :---: | :---: |
| Components | $S_{i j}=(\mathbf{S})_{i j}$ | $S_{i j}=\mathbf{e}_{i} \cdot \mathbf{S e} \mathbf{e}_{j}$ for basis $\left\{\mathbf{e}_{i}\right\}$ | $\mathbf{S e}_{j}=S_{i j} \mathbf{e}_{i}$ |
| Transpose | $\mathbf{S}^{T}$ | $\mathbf{b} \cdot \mathbf{S a}=\mathbf{a} \cdot \mathbf{S}^{T} \mathbf{b}, \forall \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$ | $\mathbf{S}^{T}=S_{j i} \mathbf{e}_{i} \otimes \mathbf{e}_{j}$ |
| Trace | tr S | $\operatorname{tr} \mathbf{S}=S_{i i}\left(\right.$ in sum) for $\left\{\mathbf{e}_{i}\right\}$ | $\operatorname{tr} \mathbf{S}=\operatorname{tr} \mathbf{S}^{T}=\mathbf{S}: \mathbf{I}$ |
| Inverse | $\mathrm{S}^{-1}$ | $\mathbf{S S}^{-1}=\mathbf{S}^{-1} \mathbf{S}=\mathbf{I}$ | $\left(\mathbf{S}^{T}\right)^{-1}=\left(\mathbf{S}^{-1}\right)^{\mathrm{T}}$ |
| Matrix representation | [S] | $[\mathbf{S}]=\left[\begin{array}{lll} S_{11} & S_{12} & S_{13} \\ S_{21} & S_{22} & S_{23} \\ S_{31} & S_{32} & S_{33} \end{array}\right]$ |  |
| Determinant | $\mathrm{det} \mathbf{S}$ or $\|\mathbf{S}\|$ | $\begin{aligned} & \operatorname{det} \mathbf{S}=\frac{\mathbf{S u} \cdot(\mathbf{S v} \mathbf{v} \times \mathbf{W})}{\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})}, \\ & \text { for any basis }\{\mathbf{u}, \mathbf{v}, \mathbf{w}\} \end{aligned}$ | $\operatorname{det} \mathbf{S}=\operatorname{det} \mathbf{S}^{T}, \operatorname{det} \mathbf{S}^{-1}=(\operatorname{det} \mathbf{S})^{-1}$ |
| Principal invariants | $I_{1}(\mathbf{S}), I_{2}(\mathbf{S}), I_{3}(\mathbf{S})$ | $\begin{aligned} I_{1}(\mathbf{S})=\operatorname{tr} \mathbf{S}, I_{2}(\mathbf{S}) & =\frac{1}{2}\left[\operatorname{tr}^{2}(\mathbf{S})-\operatorname{tr}\left(\mathbf{S}^{2}\right)\right], \\ I_{3}(\mathbf{S}) & =\operatorname{det} \mathbf{S} \end{aligned}$ | Cayley-Hamilton equation |

In this tutorial, the vector form (i.e., Eq. (114)) rather than the component form (i.e., Eq. (116)) of tensor algebra is often used. In the following, we just summarize some commonly used properties of second-order tensors in Table 1.
4.1.2 Tensor Analysis: Differentiation and Integration. For a scalar function $\phi(\mathbf{x})$ and a vector function $\mathbf{v}(\mathbf{x})$ of vector $\mathbf{x}$, their gradients are

$$
\begin{equation*}
\operatorname{grad} \phi(\mathbf{x})=\frac{\partial \phi(\mathbf{x})}{\partial x_{i}} \mathbf{e}_{i} \quad \text { and } \quad \operatorname{grad} \mathbf{v}(\mathbf{x})=\frac{\partial v_{i}(\mathbf{x})}{\partial x_{j}} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \tag{117}
\end{equation*}
$$

respectively. In addition, the divergence of a vector field $\mathbf{v}(\mathbf{x})$ and a tensor field $\mathbf{S}(\mathbf{x})$ may be defined by

$$
\begin{equation*}
\operatorname{div} \mathbf{v}(\mathbf{x})=\frac{\partial v_{i}(\mathbf{x})}{\partial x_{i}} \quad \text { and } \quad \operatorname{div} \mathbf{S}(\mathbf{x})=\frac{\partial S_{i j}(\mathbf{x})}{\partial x_{j}} \mathbf{e}_{i} \tag{118}
\end{equation*}
$$

Deformation is a mapping from material points $\mathbf{X}$ to spatial points $\mathbf{x}$. Thus, it is necessary to distinguish between the gradient (or the divergence) with respect to $\mathbf{X}$ and $\mathbf{x}$. In this tutorial, we use " $\nabla$ " for the gradient and "Div" for the divergence with respect to material points $\mathbf{X}$, for example,

$$
\begin{align*}
\nabla \phi(\mathbf{X}) & =\frac{\partial \phi(\mathbf{X})}{\partial X_{i}} \mathbf{e}_{i}, \quad \nabla \mathbf{v}(\mathbf{X})=\frac{\partial v_{i}(\mathbf{X})}{\partial X_{j}} \mathbf{e}_{i} \otimes \mathbf{e}_{j},  \tag{119}\\
\operatorname{Div} \mathbf{v}(\mathbf{X}) & =\frac{\partial v_{i}(\mathbf{X})}{\partial X_{i}}
\end{align*}
$$

The expressions (117)-(119) may be simply regarded as the operations in the Cartesian coordinates. Actually, if $x_{i}\left(\right.$ or $\left.X_{i}\right)$ and $\left\{\mathbf{e}_{i}\right\}$ are taken as the general coordinates and the corresponding basis, the gradient and the divergence in the general coordinates also have similar forms of Eqs. (117)-(119). Specifically, vector operators in orthogonal curvilinear coordinates, such as cylindrical polar coordinates and spherical polar coordinates, as well as other concepts in tensor analysis, can be found in textbooks [103-106,115].

Consider a scalar function $\phi(\mathbf{S})$ of a tensor variable $\mathbf{S}$. The derivative $\partial \phi(\mathbf{S}) / \partial \mathbf{S}$ is the tensor function, namely,

$$
\begin{equation*}
\frac{\partial \phi(\mathbf{S})}{\partial \mathbf{S}}=\frac{\partial \phi(\mathbf{S})}{\partial S_{i j}} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \tag{120}
\end{equation*}
$$

The chain-rule reads

$$
\begin{equation*}
\dot{\phi(\mathbf{S})}=\frac{\partial \phi(\mathbf{S})}{\partial \mathbf{S}}: \dot{\overline{\mathbf{S}}} \tag{121}
\end{equation*}
$$

where $\mathbf{S}$ is a function of $t$ and the dot denotes the derivative with respect to $t$. The chain-rule is a simple and efficient way of calculating the derivative $\partial \phi(\mathbf{S}) / \partial \mathbf{S}$.

One form of the divergence theorem reads

$$
\begin{equation*}
\int_{\partial \Omega_{R}} \mathbf{S N} d A=\int_{\Omega_{R}} \operatorname{Div} \mathbf{S} d V \tag{122}
\end{equation*}
$$

where $\Omega_{R} \in \mathbb{R}^{3}$ is a bounded region with smooth boundary $\partial \Omega_{R}, \mathbf{S}$ is a differentiable tensor field over $\Omega_{R}$, and $\mathbf{N}$ is the outward unit normal to $\partial \Omega_{R}$. An important identity from the divergence theorem (122) is

$$
\begin{equation*}
\int_{\partial \Omega_{R}} \mathbf{u} \cdot \mathbf{S N} d A=\int_{\Omega_{R}}(\mathbf{u} \cdot \operatorname{Div} \mathbf{S}+\mathbf{S}: \nabla \mathbf{u}) d V \tag{123}
\end{equation*}
$$

where $\mathbf{u}$ is a differentiable vector field over $\Omega_{R}$.

### 4.2 Kinematics

4.2.1 Deformation of a Body. A body may occupy a domain in Euclidean space. We may identify the body with the occupied domain in a (or some) fixed configuration, which is called the reference configuration. The domain in a reference configuration is denoted by $\Omega_{R}$, and the body identified with $\Omega_{R}$ is called the reference body. A point $\mathbf{X} \in \Omega_{R}$ is called a material point. The (sufficiently regular) boundary of $\Omega_{R}$ is denoted by $\partial \Omega_{R}$ (see Fig. 15).
Consider a smooth function $\chi: \Omega_{R} \rightarrow \Omega$ that assigns to each material point $\mathbf{X} \in \Omega_{R}$ a point


Fig. 15 Reference and current configurations of a body

$$
\begin{equation*}
\mathbf{x}=\chi(\mathbf{X})=\mathbf{u}(\mathbf{X})+\mathbf{X} \in \Omega \tag{124}
\end{equation*}
$$

where $\mathbf{x}$ is called the spatial point and $\mathbf{u}(\mathbf{X})$ is the displacement vector that relates the material point $\mathbf{X} \in \Omega_{R}$ and the spatial point $\mathbf{x} \in \Omega$ (see Fig. 15). The smooth function $\chi$ is the deformation and $\Omega=\chi\left(\Omega_{R}\right)$ is the domain occupied by the body at the current configuration.
4.2.2 Deformation Gradient, Stretch and Strain Tensors. The deformation gradient is defined by

$$
\begin{equation*}
\mathbf{F}=\nabla \chi(\mathbf{X})=\nabla \mathbf{u}+\mathbf{I}, \quad F_{i j}=\frac{\partial x_{i}}{\partial X_{j}}=\frac{\partial u_{i}}{\partial X_{j}}+\delta_{i j} \tag{125}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta. The deformation gradient $\mathbf{F}$ is a key measure of the deformation and other related quantities (the various forms of strain tensors) are derived from it.

The (volumetric) Jacobian, $J(\mathbf{X})$, relates to the change in volume between the reference, $d V$, and the current volume element, $d v$, as

$$
\begin{equation*}
d v=J(\mathbf{X}) d V \tag{126}
\end{equation*}
$$

where the Jacobian $J(\mathbf{X})$ is equal to the determinant of the deformation gradient:

$$
\begin{equation*}
J(\mathbf{X})=\operatorname{det} \mathbf{F}(\mathbf{X})=\operatorname{det} \nabla \chi(\mathbf{X})>0 \tag{127}
\end{equation*}
$$

In particular, the Jacobian for incompressible materials equals unity, i.e.,

$$
\begin{equation*}
J(\mathbf{X})=1 \tag{128}
\end{equation*}
$$

The polar decomposition reads

$$
\begin{equation*}
\mathbf{F}=\mathbf{R} \mathbf{U}=\mathbf{V} \mathbf{R} \tag{129}
\end{equation*}
$$

where $\mathbf{R}$ is a rotation, $\mathbf{U}$ and $\mathbf{V}$ are positive-definite symmetric tensors. The explicit representations of $\mathbf{U}$ and $\mathbf{V}$ are

$$
\begin{equation*}
\mathbf{U}=\sqrt{\mathbf{F}^{T} \mathbf{F}} \quad \text { and } \quad \mathbf{V}=\sqrt{\mathbf{F F}^{T}} \tag{130}
\end{equation*}
$$

Note that $\mathbf{U}$ and $\mathbf{V}$ are the so-called right and left stretch tensors, namely,

$$
\begin{equation*}
\lambda=|\mathbf{U}(\mathbf{X}) \mathbf{e}|, \quad \lambda^{2}=\mathbf{e} \cdot \mathbf{U}^{2}(\mathbf{X}) \mathbf{e}=\mathbf{e} \cdot \mathbf{C}(\mathbf{X}) \mathbf{e} \tag{131}
\end{equation*}
$$

where $\lambda$ is the stretch at material point $\mathbf{X}$ in the material direction $\mathbf{e}$, and $\mathbf{C}=\mathbf{U}^{2}=\mathbf{F}^{T} \mathbf{F}$ is the right Cauchy-Green tensor. In contrast, $\mathbf{B}=\mathbf{V}^{2}=\mathbf{F F}^{T}$ is the left Cauchy-Green tensor.

It is known that the eigenvalues of a positive-definite symmetric matrix (tensor) are real and positive, and the eigenvectors corresponding to different eigenvalues are orthogonal [115,116]. Therefore, spectral representations of the symmetric and positivedefinite tensors $\mathbf{U}, \mathbf{V}, \mathbf{C}$, and $\mathbf{B}$ are $[98,99]$

$$
\begin{align*}
\mathbf{U} & =\sum_{i=1}^{3} \lambda_{i} \mathbf{r}_{i} \otimes \mathbf{r}_{i}, \quad \mathbf{V}=\sum_{i=1}^{3} \lambda_{i} \mathbf{l}_{i} \otimes \mathbf{l}_{i}, \quad \mathbf{C}=\sum_{i=1}^{3} \lambda_{i}^{2} \mathbf{r}_{i} \otimes \mathbf{r}_{i}, \text { and } \\
\mathbf{B} & =\sum_{i=1}^{3} \lambda_{i}^{2} \mathbf{l}_{i} \otimes \mathbf{l}_{i} \tag{132}
\end{align*}
$$

where $\lambda_{i}>0$ are the principle stretches, $\mathbf{r}_{i}$ and $\mathbf{l}_{i}$ are the right and left principal directions.

In addition to the stretch, the strain tensors are often used to describe the deformation. Consider the change in the squared lengths $|d \mathbf{x}|^{2}-|d \mathbf{X}|^{2}$. Here $|d \mathbf{x}|^{2}=d \mathbf{x} \cdot d \mathbf{x}$ is the squared distance
of two spatial points in the current configuration while $|d \mathbf{X}|^{2}$ is the squared original distance of two material points in the reference configuration. We introduce two second-order tensors $\mathbf{E}^{s}$ and $\mathbf{e}^{s}$, namely,

$$
\begin{equation*}
|d \mathbf{x}|^{2}-|d \mathbf{X}|^{2}=2 d \mathbf{X} \cdot \mathbf{E}^{s} d \mathbf{X}=2 d \mathbf{x} \cdot \mathbf{e}^{s} d \mathbf{x} \tag{133}
\end{equation*}
$$

where $\mathbf{E}^{s}$ is called the Green-St. Venant (Lagrangian) strain tensor or simply the Green strain tensor

$$
\begin{equation*}
\mathbf{E}^{s}=\frac{1}{2}\left(\mathbf{F}^{T} \mathbf{F}-\mathbf{I}\right)=\frac{1}{2}(\mathbf{C}-\mathbf{I})=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}+\nabla \mathbf{u}^{T} \nabla \mathbf{u}\right) \tag{134}
\end{equation*}
$$

and $\mathbf{e}^{s}$ is called the Almansi-Hamel (Eulerian) strain tensor or simply the Euler strain tensor

$$
\begin{equation*}
\mathbf{e}^{s}=\frac{1}{2}\left(\mathbf{I}-\mathbf{F}^{-T} \mathbf{F}^{-1}\right)=\frac{1}{2}\left(\mathbf{I}-\mathbf{B}^{-1}\right) \tag{135}
\end{equation*}
$$

In linear elasticity, for small deformation $\|\nabla \mathbf{u}\| \ll 1$, the Green strain tensor $\mathbf{E}^{s}$ and the Euler strain tensor $\mathbf{e}^{s}$ are equivalent.
4.2.3 Material and Spatial Gradient, Divergence, and Curl. In the reference configuration, the (material) gradient, the (material) divergence, and the (material) curl are denoted, respectively, by

$$
\begin{equation*}
\nabla \text {, Div, and Curl } \tag{136}
\end{equation*}
$$

while in the current configuration, the (spatial) gradient, the (spatial) divergence, and the (spatial) curl are denoted, respectively, by
grad, div, and curl

For a scalar field $\varphi$ and a vector field $\mathbf{g}$, with the chain-rule, we have the following relation between the material and the spatial gradient:

$$
\begin{equation*}
\frac{\partial \varphi}{\partial X_{i}}=\frac{\partial \varphi}{\partial x_{j}} \frac{\partial \chi_{j}}{\partial X_{i}}=F_{j i} \frac{\partial \varphi}{\partial x_{j}} \quad \text { and } \quad \frac{\partial g_{i}}{\partial X_{j}}=\frac{\partial g_{i}}{\partial x_{k}} \frac{\partial \chi_{k}}{\partial X_{j}}=\frac{\partial g_{i}}{\partial x_{k}} F_{k j} \tag{138}
\end{equation*}
$$

or, the vector forms

$$
\begin{equation*}
\nabla \varphi=\mathbf{F}^{T} \operatorname{grad} \varphi \quad \text { and } \quad \nabla \mathbf{g}=(\operatorname{grad} \mathbf{g}) \mathbf{F} \tag{139}
\end{equation*}
$$

An equivalent form of Eq. (139) is

$$
\begin{equation*}
\operatorname{grad} \varphi=\mathbf{F}^{-T} \nabla \varphi \quad \text { and } \quad \operatorname{grad} \mathbf{g}=(\nabla \mathbf{g}) \mathbf{F}^{-1} \tag{140}
\end{equation*}
$$

In addition, the relation between the material and the spatial divergence reads:

$$
\begin{equation*}
\operatorname{Div} \mathbf{g}=\mathbf{F}^{T}: \operatorname{grad} \mathbf{g} \text { and } \operatorname{div} \mathbf{g}=\mathbf{F}^{-T}: \nabla \mathbf{g} \tag{141}
\end{equation*}
$$

4.2.4 Material and Spatial Integration. Recall Eq. (126), the spacial volume element $d v$ is related to the material volume element $d V$ through the Jacobian $J=\operatorname{det} \mathbf{F}$, that is, $d v=J d V$. Consider a scalar field that is represented by $\phi(\mathbf{x})$ in the current configuration $(\Omega)$ and by $\phi_{R}(\mathbf{X})$ in the reference configuration $\left(\Omega_{R}\right)$. With the volume element relation (126), $d v=J d V$, we have the following volume integral:

$$
\begin{equation*}
\int_{\Omega} \phi(\mathbf{x}) d v(\mathbf{x})=\int_{\Omega_{R}} \phi_{R}(\mathbf{X}) J(\mathbf{X}) d V(\mathbf{X}) \quad \text { or } \quad \int_{\Omega} \phi d v=\int_{\Omega_{R}} \phi J d V \tag{142}
\end{equation*}
$$

The latter equation $(142)_{2}$ admits a more concise form in which the arguments are suppressed and the subscript of $\phi$ is dropped.

In contrast to the volumetric Jacobian $J=\operatorname{det} \mathbf{F}$ in Eq. (126), the areal Jacobian $J_{a}$ is defined by

$$
\begin{equation*}
J_{a}=J\left|\mathbf{F}^{-T} \mathbf{N}\right| \tag{143}
\end{equation*}
$$

Thus the spatial area element $d a=|\mathbf{n} d a|$ and the material area element $d A=|\mathbf{N} d A|$ have the relation

$$
\begin{equation*}
d a=J_{a} d A, \quad \mathbf{n} d a=J \mathbf{F}^{-T} \mathbf{N} d A=\mathbf{F}^{C} \mathbf{N} d A \tag{144}
\end{equation*}
$$

where $\mathbf{F}^{C}=J \mathbf{F}^{-T}$ is called the cofactor of $\mathbf{F}$.
Consider a vector field $\mathbf{u}$ and a tensor field $\mathbf{G}$. With Eq. (144), we have the following surface integrals:

$$
\begin{equation*}
\int_{\partial \Omega} \mathbf{u} \cdot \mathbf{n} d a=\int_{\partial \Omega_{R}} \mathbf{u} \cdot \mathbf{F}^{C} \mathbf{N} d A \quad \text { and } \quad \int_{\partial \Omega} \mathbf{G n} d a=\int_{\partial \Omega_{R}} \mathbf{G F}^{C} \mathbf{N} d A \tag{145}
\end{equation*}
$$

### 4.3 Maxwell's Equations

4.3.1 Spatial Representation. In the absence of currents and magnetic fields, the Maxwell equations in the current configuration become (SI units convention)

$$
\begin{equation*}
\operatorname{curl} \mathbf{E}=\mathbf{0} \quad \text { and } \quad \operatorname{div} \mathbf{D}=\rho_{f} \tag{146}
\end{equation*}
$$

where $\mathbf{E}$ is the (true) electric field, $\mathbf{D}$ is the (true) electric displacement, and $\rho_{\mathrm{f}}$ is the (free) charge density per unit volume in the current configuration.

Equation (146) ${ }_{1}$ implies that the electric field $\mathbf{E}$ in electrostatics is irrotational [115], that is, there exists a scalar potential field $\xi$, such that

$$
\begin{equation*}
\mathbf{E}=-\operatorname{grad} \xi \tag{147}
\end{equation*}
$$

Equation $(146)_{2}$ means that the electric flux leaving a domain is proportional to the charge inside.
The electric boundary conditions on the boundary $\partial \Omega=$ $\partial \Omega^{\xi} \cup \partial \Omega^{d}$ in the current configuration are given by

$$
\begin{equation*}
\xi=\xi_{0} \quad \text { on } \partial \boldsymbol{\Omega}^{\xi} \quad \text { and } \quad \mathbf{D} \cdot \mathbf{n}=q_{\mathrm{f}} \quad \text { on } \partial \boldsymbol{\Omega}^{d} \tag{148}
\end{equation*}
$$

where $\xi_{0}$ is the prescribed voltage on the surface $\partial \boldsymbol{\Omega}^{\xi}$ and $q_{\mathrm{f}}$ is the (free) charge density per unit area on the surface $\partial \Omega^{d}$ in the current configuration.

The electric displacement D in Eq. (146) is defined as

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{0} \mathbf{E}+\mathbf{P} \tag{149}
\end{equation*}
$$

where $\mathbf{P}$ is the (true) polarization field in the current configuration. The relation (149) becomes $\mathbf{D}=\varepsilon_{0} \mathbf{E}$ in vacuum. The constitutive relation for dielectrics can be written as $\mathbf{D}=\boldsymbol{\varepsilon}(\mathbf{x}) \mathbf{E}$, where $\boldsymbol{\varepsilon}(\mathbf{x})$ is the second-order dielectric permittivity tensor. We will mostly study isotropic systems so $\varepsilon(\mathbf{x})=\varepsilon \mathbf{I}$, where $\varepsilon$ is a constant and $\mathbf{I}$ is the second-order identity tensor, the constitutive relation for linear dielectrics in the current configuration is simply

$$
\begin{equation*}
\mathbf{D}=\varepsilon \mathbf{E} \tag{150}
\end{equation*}
$$

A direct consequence of Eqs. (149) and (150) for linear dielectrics is

$$
\begin{equation*}
\mathbf{P}=\left(\varepsilon-\varepsilon_{0}\right) \mathbf{E} \tag{151}
\end{equation*}
$$

4.3.2 Material Representation. In contrast to Eq. (146), the Maxwell equations in the reference configuration are

$$
\begin{equation*}
\operatorname{Curl} \tilde{\mathbf{E}}=\mathbf{0} \quad \text { and } \quad \operatorname{Div} \tilde{\mathbf{D}}=\tilde{\rho}_{f} \tag{152}
\end{equation*}
$$

where $\tilde{\mathbf{E}}$ is the nominal electric field, $\tilde{\mathbf{D}}$ is the nominal electric displacement, and $\tilde{\rho}_{\mathrm{f}}$ is the (free) charge density per unit volume in the reference configuration.
The irrotational field $\tilde{\mathbf{E}}$ in Eq. (152) ${ }_{1}$ indicates a scalar potential field $\xi$, together with Eqs. (139) and (147), we have

$$
\begin{equation*}
\tilde{\mathbf{E}}=-\nabla \xi=-\mathbf{F}^{T} \operatorname{grad} \xi=\mathbf{F}^{T} \mathbf{E} \tag{153}
\end{equation*}
$$

Recall the surface integral (145) of the spatial and material representations. If we replace the vector field $\mathbf{u}$ in Eq. (145) by the (true) electric displacement D, we have

$$
\begin{align*}
\int_{\partial \Omega} \mathbf{D} \cdot \mathbf{n} d a & =\int_{\partial \Omega_{R}} J \mathbf{D} \cdot \mathbf{F}^{-T} \mathbf{N} d A=\int_{\partial \Omega_{R}} J \mathbf{F}^{-1} \mathbf{D} \cdot \mathbf{N} d A \\
& =\int_{\partial \Omega_{R}} \tilde{\mathbf{D}} \cdot \mathbf{N} d A \tag{154}
\end{align*}
$$

which indicates the relation between the nominal and true electric displacements, namely,

$$
\begin{equation*}
\tilde{\mathbf{D}}=J \mathbf{F}^{-1} \mathbf{D} \tag{155}
\end{equation*}
$$

The 3D relation (155) can be directly reduced to the 1D relation (45) since the Jacobian $J$ and deformation gradient $\mathbf{F}$ in 1D formulation admit $J=F$.
The electric boundary conditions on the boundary $\partial \Omega_{R}=$ $\partial \Omega_{R}^{\xi} \cup \partial \Omega_{R}^{d}$ in the reference configuration are defined as

$$
\begin{equation*}
\xi=\xi_{0} \quad \text { on } \partial \Omega_{R}^{\xi} \quad \text { and } \quad \tilde{\mathbf{D}} \cdot \mathbf{N}=\tilde{q}_{\mathrm{f}} \quad \text { on } \partial \Omega_{R}^{d} \tag{156}
\end{equation*}
$$

where $\xi_{0}$ is the prescribed voltage and $\tilde{q}_{\mathrm{f}}$ is the (free) charge density per unit area.
The definition of the relation between the nominal and true polarizations is not unique. For example, the definition in the work [82] is

$$
\begin{equation*}
\tilde{\mathbf{P}}=J \mathbf{P} \tag{157}
\end{equation*}
$$

By Eqs. (149), (155), and (157), the auxiliary field in the reference configuration can be written as

$$
\begin{equation*}
\tilde{\mathbf{D}}=\varepsilon_{0} J \mathbf{C}^{-1} \tilde{\mathbf{E}}+\mathbf{F}^{-1} \tilde{\mathbf{P}} \tag{158}
\end{equation*}
$$

The constitutive relation of linear dielectrics in the reference configuration, for example, is

$$
\begin{equation*}
\tilde{\mathbf{D}}=\varepsilon_{J} \mathbf{C}^{-1} \tilde{\mathbf{E}} \tag{159}
\end{equation*}
$$

Combining Eqs. (158) and (159) for linear dielectrics, we have the relation

$$
\begin{equation*}
\tilde{\mathbf{P}}=\left(\varepsilon-\varepsilon_{0}\right) J \mathbf{F}^{-T} \tilde{\mathbf{E}} \tag{160}
\end{equation*}
$$

For convenience, several important relations related to electrostatics of a linear isotropic dielectric deformable media are summarized in Table 2.
4.4 Balances of Forces and Moments. The mechanical laws, including balances of forces and moments, can be represented, respectively, in the current and reference configurations. We first discuss the balance laws and the stress tensor field in the current configuration.
4.4.1 Spatial Representation. The balances of forces and moments for the static equilibrium of a deformed body $\Omega$ are

$$
\begin{equation*}
\int_{\partial \Omega} \mathbf{t}(\mathbf{n}) d a+\int_{\Omega} \mathbf{b}_{\mathbf{0}} d v=\mathbf{0}, \quad \text { (global) balance of forces } \tag{161}
\end{equation*}
$$

Table 2 Conversion formulas
Nominal/true electric displacement $(\tilde{\mathbf{D}} / \mathbf{D})$, electric field $(\tilde{\mathbf{E}} / \mathbf{E})$, polarization $(\tilde{\mathbf{P}} / \mathbf{P})$

|  | $\tilde{\mathbf{D}}=$ | $\tilde{\mathbf{E}}=$ | $\tilde{\mathbf{P}}=$ | $\mathrm{D}=$ | $\mathbf{E}=$ | $\mathbf{P}=$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(\tilde{\mathbf{D}}, \mathbf{F})$ | D | CD | $\frac{\varepsilon-\varepsilon_{0}}{\varepsilon} \mathbf{F} \tilde{\mathbf{D}}$ | FD | FD | $\frac{\varepsilon-\varepsilon_{0}}{\varepsilon J} \mathbf{F} \tilde{\mathbf{D}}$ |
| $(\tilde{\mathbf{E}}, \mathbf{F})$ | $\varepsilon / \mathbf{C}^{-1} \tilde{\mathbf{E}}$ | E | $\left(\varepsilon-\varepsilon_{0}\right) J \mathbf{F}^{-T} \tilde{\mathbf{E}}$ | $\varepsilon_{\varepsilon} \mathbf{F}^{-T} \tilde{\mathbf{E}}$ | $\mathbf{F}^{-T} \tilde{\mathbf{E}}$ | $\left(\varepsilon-\varepsilon_{0}\right) \mathbf{F}^{-T} \tilde{\mathbf{E}}$ |
| $(\tilde{\mathbf{P}}, \mathbf{F})$ | $\underline{\varepsilon \mathbf{F}^{-1} \tilde{\mathbf{P}}}$ | $\mathbf{F}^{T} \tilde{\mathbf{P}}$ | $\tilde{\mathbf{P}}$ | $\varepsilon{ }_{\varepsilon}{ }_{\mathbf{P}}$ | - | $\tilde{\mathbf{P}}$ |
|  | $\overline{\varepsilon-\varepsilon_{0}}$ | $\overline{\left(\varepsilon-\varepsilon_{0}\right) J}$ |  | $\overline{\left(\varepsilon-\varepsilon_{0}\right) J}$ | $\overline{\left(\varepsilon-\varepsilon_{0}\right) J}$ | $\bar{J}$ |


| $(\mathbf{D}, \mathbf{F})$ | $J \mathbf{F}^{-1} \mathbf{D}$ | $\frac{\mathbf{F}^{T} \mathbf{D}}{\varepsilon}$ | $\frac{\left(\varepsilon-\varepsilon_{0}\right) J}{\varepsilon} \mathbf{D}$ | $\mathbf{D}$ | $\frac{\mathbf{D}}{\varepsilon}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $(\mathbf{E}, \mathbf{F})$ | $\varepsilon J \mathbf{F}^{-1} \mathbf{E}$ | $\mathbf{F}^{T} \mathbf{E}$ | $\left(\varepsilon-\varepsilon_{0}\right) J \mathbf{E}$ | $\varepsilon \mathbf{E}$ | $\frac{\varepsilon-\varepsilon_{0}}{\varepsilon} \mathbf{D}$ |
| $(\mathbf{P}, \mathbf{F})$ | $\frac{\varepsilon J \mathbf{F}^{-1} \mathbf{P}}{\varepsilon-\varepsilon_{0}}$ | $\frac{\mathbf{F}^{T} \mathbf{P}}{\varepsilon-\varepsilon_{0}}$ | $J \mathbf{P}$ | $\frac{\varepsilon \mathbf{P}}{\varepsilon-\varepsilon_{0}}$ | $\frac{\mathbf{E}}{\varepsilon-\varepsilon_{0}}$ |

and

$$
\begin{gather*}
\int_{\partial \Omega} \mathbf{r} \times \mathbf{t}(\mathbf{n}) d a+\int_{\Omega} \mathbf{r} \times \mathbf{b}_{\mathbf{0}} d v=\mathbf{0}  \tag{162}\\
\quad(\text { global }) \text { balance of moments }
\end{gather*}
$$

where $\mathbf{t}(\mathbf{n}, \mathbf{x})$ is the (true) traction force on the boundary $\partial \Omega, \mathbf{n}(\mathbf{x})$ is the outward unit normal to the boundary $\partial \Omega, \mathbf{b}_{0}(\mathbf{x})$ is the (true) body force in the domain $\Omega$, and $\mathbf{r}(\mathbf{x})$ is the position vector.

A well-known theorem in continuum mechanics is Cauchy's theorem for the existence of stress, that is, there exists a spatial tensor field $\boldsymbol{\sigma}$, known as the Cauchy stress (field), due to the balance of forces Eq. (161), namely,

$$
\begin{equation*}
\mathbf{t}(\mathbf{n})=\boldsymbol{\sigma} \mathbf{n}, \quad t_{i}=\sigma_{i j} n_{j} \tag{163}
\end{equation*}
$$

In contrast to Eqs. (161) and (162), we have local forms of the force and moment balances by using Cauchy's theorem (163), the divergence theorem (122), the identity (123), and the property of skew tensors, such that

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\sigma}+\mathbf{b}_{0}=\mathbf{0}, \quad \sigma_{i j, j}+b_{0 i}=0, \quad \text { (local) balance of forces } \tag{164}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\sigma}=\boldsymbol{\sigma}^{T}, \quad \sigma_{i j}=\sigma_{j i}, \quad \text { (local) balance of moments } \tag{165}
\end{equation*}
$$

Clearly, the local form (165) is that the Cauchy stress tensor $\sigma$ is symmetric. It should be noted that Eqs. (163)-(165) are consequences of Eqs. (161) and (162).

The traction boundary conditions are given by

$$
\begin{equation*}
\boldsymbol{\sigma} \mathbf{n}=\mathbf{t}_{0} \tag{166}
\end{equation*}
$$

where $\mathbf{t}_{0}$ is the traction force on the surface $\partial \Omega^{t}$ in the current configuration.
4.4.2 Material Representation. Recall the surface integral (145) of the spatial and material representations. If we replace the tensor field G in Eq. (145) by the Cauchy stress tensor $\boldsymbol{\sigma}$, we have

$$
\begin{equation*}
\int_{\partial \Omega} \boldsymbol{\sigma} \mathbf{n} d a=\int_{\partial \Omega_{R}} \boldsymbol{\sigma} \mathbf{F}^{C} \mathbf{N} d A=\int_{\partial \Omega_{R}} \mathbf{T N} d A \tag{167}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{T}=\boldsymbol{\sigma} \mathbf{F}^{C}=J \boldsymbol{\sigma} \mathbf{F}^{-T} \tag{168}
\end{equation*}
$$

Representing the stress measured per unit area in the reference configuration. In contrast to the Cauchy stress $\boldsymbol{\sigma}$ in Eq. (163), $\mathbf{T}$ in Eq. (168) is referred to as the (first) Piola-Kirchhoff stress.

With the volume integral (142), we obtain

$$
\begin{equation*}
\int_{\Omega} \mathbf{b}_{0} d v=\int_{\Omega_{R}} J \mathbf{b}_{0} d V=\int_{\Omega_{R}} \mathbf{b}_{0_{R}} d V \tag{169}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{b}_{0_{R}}=J \mathbf{b}_{0} \tag{170}
\end{equation*}
$$

is the body force measured per unit volume in the reference configuration.

Combining Eqs. (167) and (169) and Cauchy's theorem (163), the spatial form of balance of forces (161) is equivalent to
$\int_{\partial \Omega_{R}} \mathbf{T N} d A+\int_{\Omega_{R}} \mathbf{b}_{0_{R}} d V=\mathbf{0}, \quad$ (global) balance of forces
With the divergence theorem (122) in an arbitrary chosen domain $\Omega_{R}$, we have the local form
$\operatorname{Div} \mathbf{T}+\mathbf{b}_{0_{R}}=\mathbf{0}, \quad T_{i j, j}+b_{0_{R} i}=0, \quad$ (local) balance of forces

An alternative form of the stress relation (168) is

$$
\begin{equation*}
\boldsymbol{\sigma}=J^{-1} \mathbf{T} \mathbf{F}^{T} \tag{173}
\end{equation*}
$$

Since the Cauchy stress is symmetric, $\boldsymbol{\sigma}=\boldsymbol{\sigma}^{T}$ in Eq. (165), we have the material form of balance of moments

$$
\begin{equation*}
\mathbf{T F}^{T}=\mathbf{F T}^{T}, \quad T_{i k} F_{j k}=F_{i k} T_{j k}, \quad \text { (local) balance of moments } \tag{174}
\end{equation*}
$$

The traction boundary conditions are given by

$$
\begin{equation*}
\mathbf{T N}=\mathbf{t}_{0_{R}} \tag{175}
\end{equation*}
$$

where $\mathbf{t}_{0_{R}}$ is the prescribed traction force on the surface $\partial \Omega_{R}^{t}$ in the reference configuration. In addition to the traction boundary conditions, the displacement boundary conditions are $\mathbf{u}=\mathbf{u}_{0}$ on the surface $\partial \Omega_{R}^{u}=\partial \Omega_{R} \backslash \partial \Omega_{R}^{t}$, where $\mathbf{u}_{0}$ is the prescribed displacement.

### 4.5 Constitutive Equations of Soft Dielectrics

4.5.1 Decomposition of the Stress Tensors. In the electrostatic of soft dielectrics, both the (first) Piola-Kirchhoff stress $\mathbf{T}$ in

Eq. (168) and the Cauchy stress $\boldsymbol{\sigma}$ in Eq. (173) can be decomposed into two parts

$$
\begin{equation*}
\mathbf{T}=\mathbf{T}^{e}+\mathbf{T}^{M} \tag{176}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\sigma}=\boldsymbol{\sigma}^{e}+\boldsymbol{\sigma}^{M} \tag{177}
\end{equation*}
$$

Here $\mathbf{T}^{e}$ and $\boldsymbol{\sigma}^{e}$ are elastic stresses. In contrast, $\mathbf{T}^{M}$ in Eq. (176) is the Piola-Maxwell stress and $\boldsymbol{\sigma}^{M}$ in Eq. (177) is the true Maxwell stress
4.5.2 Elastic Stress Tensors. Consider a strain-energy function $W^{e}=W^{e}(\mathbf{F})$. Evidently, $W^{e}=W^{e}(\mathbf{F})$ is a scalar-valued function of one tensor variable $\mathbf{F}$. The elastic part $\mathbf{T}^{e}$ of the Piola-Kirchhoff stress in Eq. (176) is

$$
\begin{align*}
& \mathbf{T}^{e}=\left\{\begin{array}{ll}
\frac{\partial W^{e}(\mathbf{F})}{\partial \mathbf{F}} \\
\frac{\partial W^{e}(\mathbf{F})}{\partial \mathbf{F}}-\mathcal{L}_{a} \mathbf{F}^{-T}
\end{array},\right. \\
& T_{i j}^{e}= \begin{cases}\frac{\partial W^{e}\left(F_{i j}\right)}{\partial F_{i j}}, & \text { compressible solids } \\
\frac{\partial W^{e}\left(F_{i j}\right)}{\partial F_{i j}}-\mathcal{L}_{a} F_{j i}^{-1}, & \text { incompressible solids }\end{cases} \tag{178}
\end{align*}
$$

where $\mathcal{L}_{a}$ is the Lagrange multiplier related to the constraint of incompressibility $J=\operatorname{det} \mathbf{F}=1$. Also, $\mathcal{L}_{a}$ in Eq. (178) may be interpreted as the hydrostatic pressure. With Eqs. (173) and (178), the elastic part $\boldsymbol{\sigma}^{e}$ of the Cauchy stress in Eq. (177) is

$$
\begin{equation*}
\boldsymbol{\sigma}^{e}=J^{-1} \mathbf{T}^{e} \mathbf{F}^{T}, \quad \sigma_{i j}^{e}=J^{-1} T_{i k}^{e} F_{j k} \tag{179}
\end{equation*}
$$

In the following, we will briefly discuss the consequences of frame-indifference in the strain-energy functions and stresses. Consider a rotation $\mathbf{Q} \in$ Orth $^{+}=$\{all rotations $\}$. The frameindifference of the strain-energy functions reads [99]

$$
\begin{equation*}
W^{e}(\mathbf{F})=W^{e}(\mathbf{Q F}) \tag{180}
\end{equation*}
$$

With the polar decomposition $\mathbf{F}=\mathbf{R} \mathbf{U}, \mathbf{R} \in$ Orth $^{+}$, in Eq. (129), and letting $\mathbf{Q}=\mathbf{R}^{T}$ in Eq. (180), we have

$$
\begin{equation*}
W^{e}(\mathbf{F})=W^{e}\left(\mathbf{R}^{T} \mathbf{R} \mathbf{U}\right)=W^{e}(\mathbf{U}) \tag{181}
\end{equation*}
$$

Since $\mathbf{U}=\sqrt{\mathbf{U}^{T} \mathbf{U}}=\sqrt{\mathbf{U}^{T} \mathbf{R}^{T} \mathbf{R} \mathbf{U}}=\sqrt{\mathbf{F}^{T} \mathbf{F}}=\sqrt{\mathbf{C}}$, we can introduce a strain-energy function $\bar{W}^{e}(\mathbf{C})$, such that

$$
\begin{equation*}
\bar{W}^{e}(\mathbf{C})=W^{e}(\sqrt{\mathbf{C}})=W^{e}(\mathbf{U})=W^{e}(\mathbf{F}) \tag{182}
\end{equation*}
$$

Similarly, with the Green strain tensor $\mathbf{E}^{s}=\frac{1}{2}(\mathbf{C}-\mathbf{I})$, Eqs. (181) and (182), we can have a strain-energy function $\widehat{W}^{e}\left(\mathbf{E}^{e}\right)$, namely,

$$
\begin{equation*}
\tilde{W}^{e}\left(\mathbf{E}^{e}\right)=\bar{W}^{e}(\mathbf{C})=W^{e}(\mathbf{U})=W^{e}(\mathbf{F}) \tag{183}
\end{equation*}
$$

The derivatives of the strain-energy functions in Eq. (183) have the following relations:

$$
\begin{equation*}
\frac{\partial W^{e}(\mathbf{F})}{\partial \mathbf{F}}=2 \mathbf{F} \frac{\partial \bar{W}^{e}(\mathbf{C})}{\partial \mathbf{C}}=\mathbf{F} \frac{\partial \tilde{W}^{e}\left(\mathbf{E}^{e}\right)}{\partial \mathbf{E}^{e}} \tag{184}
\end{equation*}
$$

In addition, assuming isotropy, the strain-energy function $W^{e}$ depends on $\mathbf{F}$ through the principal stretches $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$

$$
\begin{equation*}
W^{e}(\mathbf{F})=W^{e}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \tag{185}
\end{equation*}
$$

In contrast to Eqs. (178) and (179), the elastic part of the first Piola-Kirchhoff stress and the Cauchy stress can be written as

$$
\begin{equation*}
\mathbf{T}^{e}=\sum_{i=1}^{3}\left(\frac{\partial W^{e}}{\partial \lambda_{i}}-\frac{1}{\lambda_{i}} \mathcal{L}_{a}\right) \hat{\mathbf{n}}_{i} \otimes \hat{\mathbf{N}}_{i} \tag{186}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\sigma}^{e}=\sum_{i=1}^{3}\left(J^{-1} \lambda_{i} \frac{\partial W^{e}}{\partial \lambda_{i}}-\mathcal{L}_{a}\right) \hat{\mathbf{n}}_{i} \otimes \hat{\mathbf{n}}_{i} \tag{187}
\end{equation*}
$$

where the orthonormal vectors $\hat{\mathbf{n}}_{i}$ and $\hat{\mathbf{N}}_{i}$ are the spatial and referential directions, respectively; and $J=\lambda_{1} \lambda_{2} \lambda_{3}$ and $\mathcal{L}_{a}$ is zero for compressible solids while $J=1$ and $\mathcal{L}_{a}$ is the hydrostatic pressure for incompressible solids.

For rubberlike elastic materials, the commonly used models are the neo-Hookean model, the Mooney-Rivlin model, the Ogden model, and the Gent model, etc. [77,100,103,117-124]. The strain-energy function of incompressible neo-Hookean materials, for example, is defined by

$$
\begin{align*}
& W^{e}(\mathbf{F})=\frac{\mu}{2}\left(\operatorname{tr}\left(\mathbf{F}^{T} \mathbf{F}\right)-3\right) \quad \text { or } \\
& \quad W^{e}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=\frac{\mu}{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}-3\right) \tag{188}
\end{align*}
$$

where $\mu$ is the shear modulus at small deformation. The constraint of incompressibility reads

$$
\begin{equation*}
\operatorname{det} \mathbf{F}=1 \quad \text { or } \quad \lambda_{1} \lambda_{2} \lambda_{3}=1 \tag{189}
\end{equation*}
$$

The first Piola-Kirchhoff stress Eqs. (178) or (186) is

$$
\begin{equation*}
\mathbf{T}^{e}=\mu \mathbf{F}-\mathcal{L}_{a} \mathbf{F}^{-T} \quad \text { or } \quad \mathbf{T}^{e}=\sum_{i=1}^{3}\left(\mu \lambda_{i}-\frac{1}{\lambda_{i}} \mathcal{L}_{a}\right) \hat{\mathbf{n}}_{i} \otimes \hat{\mathbf{N}}_{i} \tag{190}
\end{equation*}
$$

while the Cauchy stress Eqs. (179) or (187) is

$$
\begin{equation*}
\boldsymbol{\sigma}^{e}=\mu \mathbf{F} \mathbf{F}^{T}-\mathcal{L}_{a} \mathbf{I} \quad \text { or } \quad \boldsymbol{\sigma}^{e}=\sum_{i=1}^{3}\left(\mu \lambda_{i}^{2}-\mathcal{L}_{a}\right) \hat{\mathbf{n}}_{i} \otimes \hat{\mathbf{n}}_{i} \tag{191}
\end{equation*}
$$

The strain-energy function of the Gent model [121], for example, is

$$
\begin{equation*}
W^{e}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=-\frac{\mu J_{m}}{2} \ln \left(1-\frac{I_{1}-3}{J_{m}}\right) \tag{192}
\end{equation*}
$$

where $I_{1}=\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}$ and $J_{m}$ is a material constant.
4.5.3 Maxwell Stress Tensor for an Ideal Dielectric Elastomer. In this section, we consider linear dielectrics that admit the relation (150) between the electric field $\mathbf{E}$ and the electric displacement $\mathbf{D}$ in the current configuration.

Consider a charge density $\rho_{\mathrm{f}}$ in an electric field $\mathbf{E}$. The electric body force is equal to the Lorentz force $\rho_{\mathrm{f}} \mathbf{E}$ in the electrostatics. By the definition, $\operatorname{div} \boldsymbol{\sigma}^{M}=\rho_{\mathrm{f}} \mathbf{E}$, i.e., the divergence of the Maxwell stress $\boldsymbol{\sigma}^{M}$ equals to the electric body force $\rho_{\mathrm{f}} \mathbf{E}$, we have the Maxwell stress in the deformed linear dielectrics

$$
\begin{equation*}
\boldsymbol{\sigma}^{M}=\varepsilon \mathbf{E} \otimes \mathbf{E}-\frac{\varepsilon|\mathbf{E}|^{2}}{2} \mathbf{I}, \quad \sigma_{i j}^{M}=\varepsilon E_{i} E_{j}-\frac{\varepsilon\left(E_{1}^{2}+E_{2}^{2}+E_{3}^{2}\right)}{2} \delta_{i j} \tag{193}
\end{equation*}
$$

Note that the divergence, $\operatorname{div} \boldsymbol{\sigma}^{M}$, of the Maxwell stress is equal to the electric body force $\rho_{\mathrm{f}} \mathbf{E}$ in linear dielectrics. ${ }^{9}$

It follows from Eqs. (168) and (193) that the Piola-Maxwell stress $\mathbf{T}^{M}$ in Eq. (176) is

$$
\begin{equation*}
\mathbf{T}^{M}=\varepsilon J \mathbf{E} \otimes \mathbf{F}^{-1} \mathbf{E}-\frac{\varepsilon J|\mathbf{E}|^{2}}{2} \mathbf{F}^{-T} \tag{194}
\end{equation*}
$$

By Eqs. (150) and (155), $\boldsymbol{\sigma}^{M}$ in Eq. (193) and $\mathbf{T}^{M}$ in Eq. (194) can be, respectively, reformulated as [58]

$$
\begin{equation*}
\sigma^{M}=\frac{1}{\varepsilon} \mathbf{D} \otimes \mathbf{D}-\frac{|\mathbf{D}|^{2}}{2 \varepsilon} \mathbf{I}, \quad \sigma_{i j}^{M}=\frac{1}{\varepsilon} D_{i} D_{j}-\frac{\left(D_{1}^{2}+D_{2}^{2}+D_{3}^{2}\right)}{2 \varepsilon} \delta_{i j} \tag{195}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}^{M}=\frac{1}{\varepsilon J} \mathbf{F} \tilde{\mathbf{D}} \otimes \tilde{\mathbf{D}}-\frac{1}{2 \varepsilon J}|\mathbf{F} \tilde{\mathbf{D}}|^{2} \mathbf{F}^{-T} \tag{196}
\end{equation*}
$$

By the conversion formulas in Table 2, the Piola-Maxwell stress can also be written as either $\mathbf{T}^{M}=\frac{1}{\varepsilon} \mathbf{D} \otimes \tilde{\mathbf{D}}-\frac{J}{2 \varepsilon}|\mathbf{D}|^{2} \mathbf{F}^{-T}$ or $\mathbf{T}^{M}=\mathbf{E} \otimes \tilde{\mathbf{D}}-\frac{\varepsilon J}{2}|\mathbf{E}|^{2} \mathbf{F}^{-T}$.
4.6 Constitutive Law for Soft Dielectrics. The choice of a constitutive model depends on the material being modeled and, of course, the independent state variables chosen. As an example, in several works, Suo et al. [113] assumed that the free energy density is a function of the deformation gradient $\mathbf{F}$ and the nominal electric displacement $\tilde{\mathbf{D}}$, i.e., $W(\mathbf{F}, \tilde{\mathbf{D}})$. Thus the nominal stress and the nominal electric field are

$$
\begin{equation*}
\mathbf{T}=\frac{\partial W(\mathbf{F}, \tilde{\mathbf{D}})}{\partial \mathbf{F}} \quad \text { and } \quad \tilde{\mathbf{E}}=\frac{\partial W(\mathbf{F}, \tilde{\mathbf{D}})}{\partial \tilde{\mathbf{D}}} \tag{197}
\end{equation*}
$$

For the model of ideal soft dielectrics [58,125], the free energy density can be written as

$$
\begin{equation*}
W(\mathbf{F}, \tilde{\mathbf{D}})=W^{e}(\mathbf{F})+\frac{1}{2 \varepsilon J}|\mathbf{F} \tilde{\mathbf{D}}|^{2}-\mathcal{L}_{a}(J-1) \tag{198}
\end{equation*}
$$

where $W^{e}(\mathbf{F})$ is the strain-energy function due to the mechanical deformation, and $\mathcal{L}_{a}$ serves as the Lagrange multiplier related to the constraint of incompressibility, i.e., $J=1$. Typically, $\mathcal{L}_{a}$ is equal to zero in the case of compressible dielectrics.

Substitution of Eq. (198) into Eq. (197) gives

$$
\begin{gather*}
\mathbf{T}=\frac{\partial W(\mathbf{F}, \tilde{\mathbf{D}})}{\partial \mathbf{F}}=\frac{\partial W^{e}(\mathbf{F})}{\partial \mathbf{F}}+\mathbf{T}^{M}-\mathcal{L}_{a} \mathbf{F}^{-T}  \tag{199a}\\
\tilde{\mathbf{E}}=\frac{\partial W(\mathbf{F}, \tilde{\mathbf{D}})}{\partial \tilde{\mathbf{D}}}=\frac{1}{\varepsilon J} \mathbf{F}^{T}(\mathbf{F} \tilde{\mathbf{D}})=\frac{1}{\varepsilon J} \mathbf{C} \tilde{\mathbf{D}} \tag{199b}
\end{gather*}
$$

where the Maxwell stress $\mathbf{T}^{M}$ is given by Eq. (196). In contrast, the constitutive law can also be formulated [82], for example, by using the deformation gradient $\mathbf{F}$ and the nominal polarization $\tilde{\mathbf{P}}$, the deformation gradient $\mathbf{F}$ and the nominal electric field $\tilde{\mathbf{E}}$.

[^7]4.7 Summary of the Boundary-Value Problem. In contrast to the 1D BVP Eq. (60), the 3D BVP of electrostatics of deformable dielectrics in the reference configuration are summarized as
\[

$$
\begin{align*}
& \underbrace{\operatorname{Div} \mathbf{T}+\mathbf{b}_{0_{R}}=\mathbf{0}}_{\text {equilibrium equation }}, \quad \underbrace{\operatorname{Curl} \tilde{\mathbf{E}}=\mathbf{0}, \operatorname{Div} \tilde{\mathbf{D}}=\tilde{\rho}_{f}}_{\text {Maxwell's equations }}, \\
& \underbrace{\tilde{\mathbf{D}}=\varepsilon J \mathbf{C}^{-1} \tilde{\mathbf{E}}}, \\
& \text { relation (linear dielectrics) } \\
& \underbrace{\mathbf{u}=\mathbf{u}_{0} \text { on } \partial \Omega_{R}^{u}, \mathbf{T N}=\mathbf{t}_{0_{R}} \text { on } \partial \Omega_{R}^{t}}_{\text {mechanical BCs }}, \\
& \left.\begin{array}{c}
\underbrace{\xi=\xi_{0} \text { on } \partial \boldsymbol{\Omega}_{R}^{\xi}, \tilde{\mathbf{D}} \cdot \mathbf{N}=\tilde{q}_{\mathrm{f}} \text { on } \partial \Omega_{R}^{d}}_{\text {electric BCs }}, \\
\mathbf{T}=\mathbf{T}^{e}+\mathbf{T}^{M}, \quad \underbrace{\mathbf{F}=\nabla \chi(\mathbf{X})=\nabla \mathbf{u}+\mathbf{I}}_{\text {kinematics }}, \\
\mathbf{T}^{e}=\left\{\begin{array}{l}
\frac{\partial W^{e}(\mathbf{F})}{\partial \mathbf{F}}, \quad \text { compressible solids, } \\
\frac{\partial W^{e}(\mathbf{F})}{\partial \mathbf{F}}-\mathcal{L}_{a} \mathbf{F}^{-T}, \quad J=1, \text { incompressible solids, },
\end{array}\right. \\
\underbrace{\mathbf{T}^{M}=\frac{1}{\varepsilon J} \mathbf{F} \tilde{\mathbf{D}} \otimes \tilde{\mathbf{D}}-\frac{1}{2 \varepsilon J}|\mathbf{F} \tilde{\mathbf{D}}|^{2} \mathbf{F}^{-T}}_{\text {Maxwell's stress tensor }}
\end{array}\right\} \tag{200}
\end{align*}
$$
\]

In the above representation, we have chosen the constitutive law representative of a linear dielectric, and the nominal electric field is our state variable (in addition to the deformation).
4.8 Incremental Formulation and Bifurcation Analysis. In contrast to Sec. 3.6, we now linearize the 3D BVP Eq. (200). The infinitesimal increment of the deformation $\chi$ is denoted by $\mathbf{u}^{\star}(\mathbf{X})$, i.e., $\chi(\mathbf{X}) \rightarrow \chi(\mathbf{X})+\mathbf{u}^{\star}(\mathbf{X})$, with sufficiently small $\left\|\mathbf{u}^{\star}(\mathbf{X})\right\|$ and $\left\|\nabla \mathbf{u}^{\star}(\mathbf{X})\right\|$. In contrast to Eq. (62), the infinitesimal increment of the deformation gradient is

$$
\begin{equation*}
\mathbf{F}^{\star}=\left.\frac{d}{d \tau}\left(\nabla\left(\chi(\mathbf{X})+\tau \mathbf{u}^{\star}(\mathbf{X})\right)\right)\right|_{\tau=0}=\nabla \mathbf{u}^{\star} \tag{201}
\end{equation*}
$$

Similarly, it is easy to show that $\left(\mathbf{F}^{T}\right)^{\star}=\left(\mathbf{F}^{\star}\right)^{T}$. By the variation $\mathbf{F} \rightarrow \mathbf{F}+\mathbf{F}^{\star},\left|\left|\mathbf{F}^{\star}\right|\right| \ll 1$, one can also get the following infinitesimal increments

$$
\begin{align*}
\left(\mathbf{F}^{-1}\right)^{\star} & =-\mathbf{F}^{-1} \mathbf{F}^{\star} \mathbf{F}^{-1}, \quad\left(\mathbf{F}^{-T}\right)^{\star}=-\mathbf{F}^{-T}\left(\mathbf{F}^{\star}\right)^{T} \mathbf{F}^{-T}=\left[\left(\mathbf{F}^{-1}\right)^{\star}\right]^{T}, \\
\mathbf{C}^{\star} & =\mathbf{F}^{T} \mathbf{F}^{\star}+\left(\mathbf{F}^{T}\right)^{\star} \mathbf{F}, \quad\left(\mathbf{C}^{-1}\right)^{\star}=-\mathbf{C}^{-1} \mathbf{C}^{\star} \mathbf{C}^{-1}, \\
J^{\star} & =J \mathbf{F}^{-T}: \mathbf{F}^{\star}, \quad\left(J^{-1}\right)^{\star}=-J^{-2} J^{\star} \tag{202}
\end{align*}
$$

By the definition (13), the detailed derivations of the infinitesimal increments in Eq. (202) are listed as follows:

$$
\begin{aligned}
\left(\mathbf{F}^{-1}\right)^{\star} & =\left.\frac{d}{d \tau}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-1}\right|_{\tau=0}=\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-1}-\mathbf{F}^{-1}}{\tau} \\
& =\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-1}\left\{\mathbf{F}-\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)\right\} \mathbf{F}^{-1}}{\tau}=-\mathbf{F}^{-1} \mathbf{F}^{\star} \mathbf{F}^{-1}, \\
\left(\mathbf{F}^{-T}\right)^{\star} & =\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-T}-\mathbf{F}^{-T}}{\tau} \\
& =\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-T}\left\{\mathbf{F}^{T}-\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{T}\right\} \mathbf{F}^{-T}}{\tau}=-\mathbf{F}^{-T}\left(\mathbf{F}^{\star}\right)^{T} \mathbf{F}^{-T}, \\
\mathbf{C}^{\star} & =\left(\mathbf{F}^{T} \mathbf{F}\right)^{\star}=\left.\frac{d}{d \tau}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{T}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)\right|_{\tau=0}=\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{T}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)-\mathbf{F}^{T} \mathbf{F}}{\tau} \\
& =\mathbf{F}^{T} \mathbf{F}^{\star}+\left(\mathbf{F}^{\star}\right)^{T} \mathbf{F}=\mathbf{F}^{T} \mathbf{F}^{\star}+\left(\mathbf{F}^{T}\right)^{\star} \mathbf{F}, \\
\left(\mathbf{C}^{-1}\right)^{\star} & =\left(\mathbf{F}^{-1} \mathbf{F}^{-T}\right)^{\star}=\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-1}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-T}-\mathbf{F}^{-1} \mathbf{F}^{-T}}{\tau} \\
& =\lim _{\tau \rightarrow 0} \frac{\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-1}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{-T}\left\{\mathbf{F}^{T} \mathbf{F}-\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)^{T}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)\right\} \mathbf{F}^{-1} \mathbf{F}^{-T}}{\tau}=-\mathbf{C}^{-1} \mathbf{C}^{\star} \mathbf{C}^{-1}, \\
J^{\star} & =(\operatorname{det} \mathbf{F})^{\star}=\lim _{\tau \rightarrow 0} \frac{\operatorname{det}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)-\operatorname{det} \mathbf{F}}{\tau}=J \mathbf{F}^{-T}: \mathbf{F}^{\star}
\end{aligned}
$$

Here we use the relation $\operatorname{det}\left(\mathbf{F}+\tau \mathbf{F}^{\star}\right)=(\operatorname{det} \mathbf{F}) \operatorname{det}\left(\mathbf{I}+\tau \mathbf{F}^{-1} \mathbf{F}^{\star}\right)=J\left[1+\tau\left(\mathbf{F}^{-T}: \mathbf{F}^{\star}\right)+o(\tau)\right]$, which comes from the Cayley-Hamilton equation, cf., e.g., page 35 in Ref. [99]. From the forms of the above increments, we have $\left\|\mid \mathbf{C}^{\star}\right\| \sim\left\|\mathbf{F}^{\star}\right\| \ll$ $1,\left\|\left(\mathbf{F}^{-1}\right)^{\star}\right\| \sim\left\|\mathbf{F}^{\star} \mid\right\| \ll 1,\left\|\left(\mathbf{C}^{-1}\right)^{\star}\right\| \sim\left\|\mathbf{C}^{\star}\right\| \sim\left\|\mathbf{F}^{\star}\right\| \ll 1$, and $\left\|J^{\star}\right\| \sim\left\|\mathbf{F}^{\star}\right\| \ll 1$. By the variation $J \rightarrow J+J^{\star},\left\|J^{\star}\right\| \ll 1$, we have $\left(J^{-1}\right)^{\star}=\lim _{\tau \rightarrow 0} \frac{\left(J+\tau J^{\star}\right)^{-1}-J^{-1}}{\tau}=\lim _{\tau \rightarrow 0} \frac{J-\left(J+\tau J^{\star}\right)}{\tau J\left(J+\tau J^{\star}\right)}=-J^{-2} J^{\star}$, and, hence, that $\left\|\left(J^{-1}\right)^{\star}\right\| \sim\left\|J^{\star}\right\| \sim\left\|\mathbf{F}^{\star}\right\| \ll 1$.

The infinitesimal increment of the electric potential $\xi$ is denoted by $\xi^{\star}(\mathbf{X})$, i.e., $\xi(\mathbf{X}) \rightarrow \xi(\mathbf{X})+\xi^{\star}(\mathbf{X})$, with sufficiently small $\left\|\xi^{\star}(\mathbf{X})\right\|$ and $\left\|\nabla \xi^{\star}(\mathbf{X})\right\|$. The infinitesimal increment of the nominal electric field $\tilde{\mathbf{E}}$ is expressed as

$$
\begin{equation*}
\tilde{\mathbf{E}}^{\star}=\left.\frac{d}{d \tau}\left(-\nabla\left(\xi(\mathbf{X})+\tau \xi^{\star}(\mathbf{X})\right)\right)\right|_{\tau=0}=-\nabla \xi^{\star} \tag{203}
\end{equation*}
$$

Consider the second row with variables $(\tilde{\mathbf{E}}, \mathbf{F})$ in Table 2. The infinitesimal increment $\tilde{\mathbf{D}}^{\star}$ of the nominal electric displacement $\tilde{\mathbf{D}}=$ $\varepsilon J \mathbf{C}^{-1} \tilde{\mathbf{E}}$ is

$$
\begin{equation*}
\tilde{\mathbf{D}}^{\star}=\varepsilon J^{\star} \mathbf{C}^{-1} \tilde{\mathbf{E}}+\varepsilon J\left(\mathbf{C}^{-1}\right)^{\star} \tilde{\mathbf{E}}+\varepsilon J \mathbf{C}^{-1} \tilde{\mathbf{E}}^{\star} \tag{204}
\end{equation*}
$$

and the infinitesimal increment $\mathbf{E}^{\star}$ of the true electric field $\mathbf{E}=\mathbf{F}^{-T} \tilde{\mathbf{E}}$ is

$$
\begin{equation*}
\mathbf{E}^{\star}=\left(\mathbf{F}^{-T}\right)^{\star} \tilde{\mathbf{E}}+\mathbf{F}^{-T} \tilde{\mathbf{E}}^{\star} \tag{205}
\end{equation*}
$$

where the infinitesimal increments $J^{\star},\left(\mathbf{C}^{-1}\right)^{\star},\left(\mathbf{F}^{-T}\right)^{\star}$, and $\tilde{\mathbf{E}}^{\star}$ are given in Eqs. (202) and (203). The detailed derivations are

$$
\tilde{\mathbf{D}}^{\star}=\left.\frac{d}{d \tau}\left(\varepsilon\left(J+\tau J^{\star}\right)\left(\mathbf{C}^{-1}+\tau\left(\mathbf{C}^{-1}\right)^{\star}\right)\left(\tilde{\mathbf{E}}+\tau \tilde{\mathbf{E}}^{\star}\right)\right)\right|_{\tau=0} \quad \text { and } \quad \mathbf{E}^{\star}=\left.\frac{d}{d \tau}\left(\left(\mathbf{F}^{-T}+\tau\left(\mathbf{F}^{-T}\right)^{\star}\right)\left(\tilde{\mathbf{E}}+\tau \tilde{\mathbf{E}}^{\star}\right)\right)\right|_{\tau=0} .
$$

The infinitesimal increment of the Maxwell stress, i.e., $\mathbf{T}^{M}=\mathbf{E} \otimes \tilde{\mathbf{D}}-\frac{\varepsilon}{2}|\mathbf{E}|^{2} \mathbf{F}^{-T}$, then is

$$
\begin{equation*}
\left(\mathbf{T}^{M}\right)^{\star}=\mathbf{E}^{\star} \otimes \tilde{\mathbf{D}}+\mathbf{E} \otimes \tilde{\mathbf{D}}^{\star}-\frac{\varepsilon}{2}\left\{J^{\star}|\mathbf{E}|^{2} \mathbf{F}^{-T}+2 J\left(\mathbf{E} \cdot \mathbf{E}^{\star}\right) \mathbf{F}^{-T}+J|\mathbf{E}|^{2}\left(\mathbf{F}^{-T}\right)^{\star}\right\} \tag{206}
\end{equation*}
$$

Now the incremental version of the boundary-value problem (200) can be represented by

$$
\begin{align*}
& \text { Div } \mathbf{T}^{\star}=\mathbf{0}, \quad \operatorname{Curl} \tilde{\mathbf{E}}^{\star}=\mathbf{0}, \quad \operatorname{Div} \tilde{\mathbf{D}}^{\star}=0, \\
& \underbrace{\mathbf{u}^{\star}=\mathbf{0} \text { on } \partial \Omega_{R}^{u}, \mathbf{T}^{\star} \mathbf{N}=\mathbf{0} \text { on } \partial \mathbf{\Omega}_{R}^{t}}_{\text {incremental mechanical BCs }}, \quad \underbrace{\xi^{\star}=0 \text { on } \partial \Omega_{R}^{\iota}, \tilde{\mathbf{D}}^{\star} \cdot \mathbf{N}=0 \text { on } \partial \Omega_{R}^{d}}_{\text {incremental electric BCs }}, \\
& \mathbf{T}^{\star}=\left(\mathbf{T}^{e}\right)^{\star}+\left(\mathbf{T}^{M}\right)^{\star},  \tag{207}\\
& \left(\mathbf{T}^{e}\right)^{\star}=\left\{\begin{array}{l}
\frac{\partial^{2} W^{e}(\mathbf{F})}{\partial \mathbf{F}^{2}} \mathbf{F}^{\star}, \\
\frac{\partial^{2} W^{e}(\mathbf{F})}{\partial \mathbf{F}^{2}} \mathbf{F}^{\star}-\mathcal{L}_{a}^{\star} \mathbf{F}^{-T}-\mathcal{L}_{a}\left(\mathbf{F}^{-T}\right)^{\star}, \quad J^{\star}=0 \text { for incompressible solids, }
\end{array}\right\}
\end{align*}
$$

along with Eqs. (201)-(206).
4.9 An Energy Formulation of the Electrostatics of Deformable Dielectrics. In this section, we revisit the energy formulation of the electrostatic system of dielectric elastomer in three-dimensional space. The two independent variables in the energy formulation are the deformation gradient $\mathbf{F}$ and the nominal polarization $\tilde{\mathbf{P}}$. We take the variation of the energy functional to obtain the governing equations of the electrostatic system in equilibrium. Detailed energy formulation and the first variation of the energy functional can refer to the two works $[46,82]$.
4.9.1 Preliminary Considerations. Consider an electrostatic system that occupies a domain $\Omega_{R}$ with the boundary $\partial \Omega_{R}$ in the reference configuration. The mechanical boundary conditions on the boundary $\partial \Omega_{R}=\partial \Omega_{R}^{u} \cup \partial \Omega_{R}^{t}$ are

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{0} \quad \text { on } \partial \Omega_{R}^{u} \quad \text { and } \quad \mathbf{t}=\mathbf{t}_{0_{R}} \quad \text { on } \partial \Omega_{R}^{t} \tag{208}
\end{equation*}
$$

where $\mathbf{x}_{0}$ is the prescribed displacement and $\mathbf{t}_{0_{R}}$ is the prescribed traction force.

The electric boundary conditions on the boundary $\partial \Omega_{R}=\partial \Omega_{R}^{\xi}$ $\cup \partial \Omega_{R}^{d}$, see Eq. (156), are rewritten here

$$
\begin{equation*}
\xi=\xi_{0} \quad \text { on } \partial \Omega_{R}^{\xi} \quad \text { and } \quad \tilde{\mathbf{D}} \cdot \mathbf{N}=\tilde{q}_{\mathrm{f}} \quad \text { on } \partial \Omega_{R}^{d} \tag{209}
\end{equation*}
$$

where $\xi_{0}$ is the prescribed voltage and $\tilde{q}_{\mathrm{f}}$ is the free charge density per unit area in the reference configuration.

Subjected to the electrostatic loads, the domain $\Omega_{R}$ of the system deforms into $\Omega$. Recall Sec. 4.3.2, the relations of the true fields $(\mathbf{E}, \mathbf{D}, \mathbf{P})$ in the deformed domain $\Omega$ and the nominal fields $(\tilde{\mathbf{E}}, \tilde{\mathbf{D}}, \tilde{\mathbf{P}})$ in the undeformed domain $\Omega_{R}$ are listed as follows:

$$
\begin{equation*}
\tilde{\mathbf{E}}=\mathbf{F}^{T} \mathbf{E}, \quad \tilde{\mathbf{D}}=J \mathbf{F}^{-1} \mathbf{D}, \quad \tilde{\mathbf{P}}=J \mathbf{P} \tag{210}
\end{equation*}
$$

In terms of the above fields in Eq. (210), the Maxwell equations and the relations can be written as

$$
\begin{equation*}
\mathbf{F}^{T} \mathbf{E}=-\nabla \xi, \quad \operatorname{Div} \tilde{\mathbf{D}}=0, \quad \text { F } \tilde{\mathbf{D}}=\varepsilon_{0} J \mathbf{E}+\tilde{\mathbf{P}} \tag{211}
\end{equation*}
$$

4.9.2 Free Energy of the Electrostatic System. Subjected to the electromechanical loads, the total free energy (see, for example, Refs. [82] and [126]) of the electrostatic system consists of three parts

$$
\begin{equation*}
\mathcal{F}[\mathbf{x}, \tilde{\mathbf{P}}]=\mathcal{U}[\mathbf{x}, \tilde{\mathbf{P}}]+\mathcal{E}^{\text {elect }}[\mathbf{x}, \tilde{\mathbf{P}}]-\int_{\partial \Omega_{R}^{t}} \mathbf{t}_{0_{R}} \cdot \mathbf{x} d A \tag{212}
\end{equation*}
$$

The last term on the RHS of Eq. (212) represents the work done by the prescribed traction force $\mathbf{t}_{0_{R}}$. The first term $\mathcal{U}[\mathbf{x}, \tilde{\mathbf{P}}]$ is the internal energy, namely,

$$
\begin{equation*}
\mathcal{U}[\mathbf{x}, \tilde{\mathbf{P}}]=\int_{\Omega_{R}} \Psi(\mathbf{F}, \tilde{\mathbf{P}}) d V \tag{213}
\end{equation*}
$$

where $\Psi(\mathbf{F}, \tilde{\mathbf{P}})$ is the internal energy density. The electric energy, $\mathcal{E}^{\text {elect }}[\mathbf{x}, \tilde{\mathbf{P}}]$ in Eq. (212), is

$$
\begin{equation*}
\mathcal{E}^{\text {elect }}[\mathbf{x}, \tilde{\mathbf{P}}]=\frac{\varepsilon_{0}}{2} \int_{\Omega_{R}} J|\mathbf{E}|^{2} d V+\int_{\partial \Omega_{R}^{2}} \xi \tilde{\mathbf{D}} \cdot \mathbf{N} d A \tag{214}
\end{equation*}
$$

where the relations between $\mathbf{E}, \tilde{\mathbf{D}}$, and $\tilde{\mathbf{P}}$ are given by Eq. (210). The equilibrium state $(\mathbf{x}, \tilde{\mathbf{P}})$ is then determined by the variational principle of the total free energy, such that

$$
\begin{equation*}
\min _{(\mathbf{x}, \tilde{\mathbf{P}})} \mathcal{F}[\mathbf{x}, \tilde{\mathbf{P}}] \tag{215}
\end{equation*}
$$

An equilibrium state $(\mathbf{x}, \tilde{\mathbf{P}})$ is stable if its free energy $\mathcal{F}[\mathbf{x}, \tilde{\mathbf{P}}]$ is lower than that of all the neighborhood states $\mathcal{F}[\mathbf{x}+\delta \mathbf{x}, \tilde{\mathbf{P}}+\delta \tilde{\mathbf{P}}]$, such that

$$
\begin{equation*}
\mathcal{F}[\mathbf{x}, \tilde{\mathbf{P}}] \leq \mathcal{F}[\mathbf{x}+\delta \mathbf{x}, \tilde{\mathbf{P}}+\delta \tilde{\mathbf{P}}] \tag{216}
\end{equation*}
$$

Here $\max \{\|\delta \mathbf{x}\|,\|\delta \tilde{\mathbf{P}}\|\}$ is sufficiently small and $\|\cdot\|$ is a properly defined norm for the space of deformation functions. In the following, we take the variation of the energy functional to find the governing equations of the equilibrium state $(\mathbf{x}, \tilde{\mathbf{P}})$.
4.9.3 Variation of the Fields. The infinitesimal variations of the deformation $\mathbf{x}$ and the polarization $\tilde{\mathbf{P}}$ are defined as

$$
\begin{equation*}
\delta \mathbf{x}=\tau_{1} \mathbf{x}_{1}, \quad \delta \tilde{\mathbf{P}}=\tau_{2} \tilde{\mathbf{P}}_{1} \tag{217}
\end{equation*}
$$

where $\tau_{1}$ and $\tau_{2}$ are scalars with $\max \left\{\left|\tau_{1}\right|,\left|\tau_{2}\right|\right\} \ll 1$, and $\mathbf{x}_{1}$ and $\tilde{\mathbf{P}}_{1}$ are two smooth variations.

Based on $\delta \mathbf{x}$ and $\delta \tilde{\mathbf{P}}$ in Eq. (217), the first variations of other fields, omitting the higher-order terms, are

$$
\begin{align*}
& \mathbf{F} \rightarrow \mathbf{F}+\tau_{1} \mathbf{F}_{d}, J \rightarrow J+\tau_{1} J_{d}, \xi \rightarrow \xi+\tau_{1} \xi_{d}+\tau_{2} \xi_{p} \\
& \tilde{\mathbf{D}} \rightarrow \tilde{\mathbf{D}}+\tau_{1} \tilde{\mathbf{D}}_{d}+\tau_{2} \tilde{\mathbf{D}}_{p}, \mathbf{E} \rightarrow \mathbf{E}+\tau_{1} \mathbf{E}_{d}+\tau_{2} \mathbf{E}_{p} \tag{218}
\end{align*}
$$

where the subscripts $d$ and $p$ denote the variations with the deformation and the polarization, respectively. For example, the relations between the variations can be obtained as follows:

$$
\begin{align*}
\mathbf{F}_{d} & =\left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{1}} \nabla\left(\mathbf{x}+\tau_{1} \mathbf{x}_{1}\right)\right|_{\tau_{1}=0}=\nabla \mathbf{x}_{1}, \\
J_{d} & =\left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{1}} \operatorname{det}\left(\mathbf{F}+\tau_{1} \mathbf{F}_{d}\right)\right|_{\tau_{1}=0}=J \mathbf{F}^{-T} \cdot \nabla \mathbf{x}_{1} \tag{219}
\end{align*}
$$

Moreover, taking the partial derivatives of the relations (211) with respect to $\tau_{1}$ and $\tau_{2}$ at $\tau_{1}=\tau_{2}=0$, we have the following identities:

$$
\begin{align*}
\mathbf{F}^{T} \mathbf{E}_{d}+\left(\mathbf{F}^{T}\right)_{d} \mathbf{E}=-\nabla \xi_{d}, & \mathbf{F}^{T} \mathbf{E}_{p}=-\nabla \xi_{p} \\
\mathbf{F} \tilde{\mathbf{D}}_{d}+\mathbf{F}_{d} \tilde{\mathbf{D}}=\varepsilon_{0} J \mathbf{E}_{d}+\varepsilon_{0} J_{d} \mathbf{E}, & \mathbf{F} \tilde{\mathbf{D}}_{p}=\varepsilon_{0} J \mathbf{E}_{p}+\tilde{\mathbf{P}}_{1} \tag{220}
\end{align*}
$$

and the variations of the Maxwell equations

$$
\begin{equation*}
\operatorname{Div} \tilde{\mathbf{D}}_{d}=\operatorname{Div} \tilde{\mathbf{D}}_{p}=0 \tag{221}
\end{equation*}
$$

Similarly, the variations of the boundary conditions (208) and (209) are

$$
\begin{gather*}
\mathbf{x}_{1}=\mathbf{0} \text { on } \partial \Omega_{R}^{u}, \quad \xi_{d}=\xi_{p}=0 \text { on } \partial \Omega_{R}^{\xi} \\
\tilde{\mathbf{D}}_{d} \cdot \mathbf{N}=\tilde{\mathbf{D}}_{p} \cdot \mathbf{N}=0 \text { on } \partial \Omega_{R}^{d} \tag{222}
\end{gather*}
$$

4.9.4 First Variation With Respect to the Polarization. The first variation of the energy functional (212) with respect to the polarization $\tilde{\mathbf{P}}$ is defined as

$$
\begin{align*}
& \left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{2}} \mathcal{F}\left[\mathbf{x}, \tilde{\mathbf{P}}+\tau_{2} \tilde{\mathbf{P}}_{1}\right]\right|_{\tau_{2}=0} \\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{2}} \mathcal{U}\left[\mathbf{x}, \tilde{\mathbf{P}}+\tau_{2} \tilde{\mathbf{P}}_{1}\right]\right|_{\tau_{2}=0}+\left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{2}} \mathcal{E}^{\text {elect }}\left[\mathbf{x}, \tilde{\mathbf{P}}+\tau_{2} \tilde{\mathbf{P}}_{1}\right]\right|_{\tau_{2}=0} \\
& =\int_{\Omega_{R}} \frac{\partial \Psi}{\partial \tilde{\mathbf{P}}} \cdot \tilde{\mathbf{P}}_{1} d V+\varepsilon_{0} \int_{\Omega_{R}} J \mathbf{E} \cdot \mathbf{E}_{p} d V \\
& \quad+\int_{\partial \Omega_{R}^{\xi}}\left(\xi \xi_{p} \tilde{\mathbf{D}} \cdot \mathbf{N}+\xi \tilde{\mathbf{D}}_{p} \cdot \mathbf{N}\right) d A \tag{223}
\end{align*}
$$

By the divergence theorem and the relations (220)-(222), the vanishing of the first variation (223) can be further reduced to

$$
\begin{align*}
0 & =\left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{2}} \mathcal{F}\left[\mathbf{x}, \tilde{\mathbf{P}}+\tau_{2} \tilde{\mathbf{P}}_{1}\right]\right|_{\tau_{2}=0} \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}} \cdot \tilde{\mathbf{P}}_{1}+\varepsilon_{0} J \mathbf{E} \cdot \mathbf{E}_{p}\right) d V+\int_{\partial \Omega_{R}} \xi \tilde{\mathbf{D}}_{p} \cdot \mathbf{N} d A \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}} \cdot \tilde{\mathbf{P}}_{1}+\varepsilon_{0} J \mathbf{E} \cdot \mathbf{E}_{p}\right) d V+\int_{\Omega_{R}}\left(\xi \operatorname{Div} \tilde{\mathbf{D}}_{p}+\tilde{\mathbf{D}}_{p} \cdot \nabla \xi\right) d V  \tag{224}\\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}} \cdot \tilde{\mathbf{P}}_{1}+\varepsilon_{0} J \mathbf{E} \cdot \mathbf{E}_{p}\right) d V-\int_{\Omega_{R}} \mathbf{E} \cdot \mathbf{F} \tilde{\mathbf{D}}_{p} d V \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}} \cdot \tilde{\mathbf{P}}_{1}+\mathbf{E} \cdot\left(\varepsilon_{0} J \mathbf{E}_{p}-\mathbf{F} \tilde{\mathbf{D}}_{p}\right)\right) d V \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}}-\mathbf{E}\right) \cdot \tilde{\mathbf{P}}_{1} d V
\end{align*}
$$

where $\tilde{\mathbf{P}}_{1}$ is arbitrary. Based on the basic lemma of calculus of variations, the identity (224) holds if and only if

$$
\begin{equation*}
\mathbf{E}=\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}} \quad \text { in } \Omega_{R} \tag{225}
\end{equation*}
$$

Equation (225) is the relation between the true electric field $\mathbf{E}$ and the nominal polarization $\tilde{\mathbf{P}}$. The relation can also be found in Eq. (3.22) in the work [82] or Eq. (14) in the work [46].
4.9.5 First Variation With Respect to the Deformation. By incorporating the constraint of incompressibility $J=1$, the energy functional (212) is reformulated as follows:

$$
\begin{equation*}
\hat{\mathcal{F}}[\mathbf{x}, \tilde{\mathbf{P}}]=\int_{\Omega_{R}}\left(\Psi(\mathbf{F}, \tilde{\mathbf{P}})+\frac{\varepsilon_{0}}{2} J|\mathbf{E}|^{2}-\mathcal{L}_{a}(J-1)\right) d V+\int_{\partial \Omega_{R}^{\xi}} \tilde{\mathbf{D}} \cdot \mathbf{N} d A-\int_{\partial \Omega_{R}^{t}} \mathbf{t}_{0_{R}} \cdot \mathbf{x} d A \tag{226}
\end{equation*}
$$

where $\mathcal{L}_{a}$ is the Lagrange multiplier. The first variation of Eq. (226) with respect to the deformation $\mathbf{x}$ is

$$
\begin{align*}
& \left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{1}} \hat{\mathcal{F}}\left[\mathbf{x}+\tau_{1} \mathbf{x}_{1}, \tilde{\mathbf{P}}\right]\right|_{\tau_{1}=0} \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}} \cdot \nabla \mathbf{x}_{1}+\frac{\varepsilon_{0}}{2} J_{d}|\mathbf{E}|^{2}+\varepsilon_{0} J \mathbf{E} \cdot \mathbf{E}_{d}-\mathcal{L}_{a} J_{d}\right) d V  \tag{227}\\
& \quad+\int_{\partial \Omega_{R}^{\xi}}\left(\xi_{d} \tilde{\mathbf{D}} \cdot \mathbf{N}+\xi \tilde{\mathbf{D}}_{d} \cdot \mathbf{N}\right) d A-\int_{\partial \Omega_{R}^{t}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A
\end{align*}
$$

By the relations (220)-(222) and the divergence theorem, the variation (227) can be rewritten as

$$
\begin{align*}
& \left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{1}} \hat{\mathcal{F}}\left[\mathbf{x}+\tau_{1} \mathbf{x}_{1}, \tilde{\mathbf{P}}\right]\right|_{\tau_{1}=0} \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}} \cdot \nabla \mathbf{x}_{1}+\frac{\varepsilon_{0}}{2} J_{d}|\mathbf{E}|^{2}+\varepsilon_{0} J \mathbf{E} \cdot \mathbf{E}_{d}-\mathcal{L}_{a} J_{d}\right) d V+\int_{\partial \Omega_{R}} \xi \tilde{\mathbf{D}}_{d} \cdot \mathbf{N} d A-\int_{\partial \Omega_{R}^{t}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}} \cdot \nabla \mathbf{x}_{1}+\frac{\varepsilon_{0}}{2} J_{d}|\mathbf{E}|^{2}+\varepsilon_{0} J \mathbf{E} \cdot \mathbf{E}_{d}-\mathcal{L}_{a} J_{d}\right) d V+\int_{\Omega_{R}}\left(\xi \operatorname{Div} \tilde{\mathbf{D}}_{d}+\tilde{\mathbf{D}}_{d} \cdot \nabla \xi\right) d V-\int_{\partial \Omega_{R}^{2}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}} \cdot \nabla \mathbf{x}_{1}+\frac{\varepsilon_{0}}{2} J_{d}|\mathbf{E}|^{2}-\mathcal{L}_{a} J_{d}+\mathbf{E} \cdot\left(\varepsilon_{0} J \mathbf{E}_{d}-\mathbf{F} \tilde{\mathbf{D}}_{d}\right)\right) d V-\int_{\partial \Omega_{R}^{\prime}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A  \tag{228}\\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}} \cdot \nabla \mathbf{x}_{1}+\frac{\varepsilon_{0}}{2} J_{d}|\mathbf{E}|^{2}-\mathcal{L}_{a} J_{d}+\mathbf{E} \cdot\left(\mathbf{F}_{d} \tilde{\mathbf{D}}-\varepsilon_{0} J_{d} \mathbf{E}\right)\right) d V-\int_{\partial \Omega_{R}^{t}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\mathbf{E} \otimes \tilde{\mathbf{D}}-\frac{\varepsilon_{0} J}{2}|\mathbf{E}|^{2} \mathbf{F}^{-T}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right) \cdot \nabla \mathbf{x}_{1} d V-\int_{\partial \Omega_{R}^{t}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A
\end{align*}
$$

By introducing the Piola-Maxwell stress tensor

$$
\begin{equation*}
\tilde{\boldsymbol{\Sigma}}=\mathbf{E} \otimes \tilde{\mathbf{D}}-\frac{\varepsilon_{0} J}{2}|\mathbf{E}|^{2} \mathbf{F}^{-T} \tag{229}
\end{equation*}
$$

the variation (228) further becomes

$$
\begin{align*}
& \left.\frac{\mathrm{d}}{\mathrm{~d} \tau_{1}} \hat{\mathcal{F}}\left[\mathbf{x}+\tau_{1} \mathbf{x}_{1}, \tilde{\mathbf{P}}\right]\right|_{\tau_{1}=0} \\
& =\int_{\Omega_{R}}\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\mathbf{\Sigma}}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right) \cdot \nabla \mathbf{x}_{1} d V-\int_{\partial \Omega_{R}^{\prime}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A  \tag{230}\\
& =\int_{\partial \Omega_{R}} \mathbf{x}_{1} \cdot\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\mathbf{\Sigma}}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right) \mathbf{N} d A \\
& -\int_{\Omega_{R}} \mathbf{x}_{1} \cdot \operatorname{Div}\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\mathbf{\Sigma}}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right) d V-\int_{\partial \Omega_{R}^{2}} \mathbf{t}_{0_{R}} \cdot \mathbf{x}_{1} d A
\end{align*}
$$

Based on the basic lemma of calculus of variations, the vanishing of the variation (230) gives the equilibrium equations

$$
\begin{equation*}
\operatorname{Div}\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\boldsymbol{\Sigma}}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right)=\mathbf{0} \quad \text { in } \Omega_{R} \tag{231}
\end{equation*}
$$

and the natural boundary conditions

$$
\begin{equation*}
\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\boldsymbol{\Sigma}}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right) \mathbf{N}=\mathbf{t}_{0_{R}} \quad \text { on } \partial \boldsymbol{\Omega}_{R}^{t} \tag{232}
\end{equation*}
$$

4.9.6 Summary of the Boundary-Value Problem. Based on the first variation of the energy functional, the 3D BVP of electrostatics of deformable dielectrics in the reference configuration are summarized as

$$
\begin{align*}
& \underbrace{\operatorname{Div}\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\mathbf{\Sigma}}-\mathcal{L}_{\alpha} J \mathbf{F}^{-T}\right)=\mathbf{0}}_{\text {equilibrium equation }}, \underbrace{\mathbf{F}^{T} \mathbf{E}=-\nabla \xi, \operatorname{Div} \tilde{\mathbf{D}}=0}_{\text {Maxwell's equations }}, \\
& \underbrace{\mathbf{E}=\frac{\partial \Psi}{\partial \tilde{\mathbf{P}}}, \quad \quad \tilde{\mathbf{D}}=\varepsilon_{0} J \mathbf{E}+\tilde{\mathbf{P}}}_{\text {relations }}, \underbrace{\tilde{\mathbf{\Sigma}}=\mathbf{E} \otimes \tilde{\mathbf{D}}-\frac{\varepsilon_{0} J}{2}|\mathbf{E}|^{2} \mathbf{F}^{-T}}_{\text {Maxwell's stress tensor }},  \tag{233}\\
& \underbrace{\mathbf{x}=\mathbf{x}_{0} \text { on } \partial \Omega_{R}^{u}, \quad\left(\frac{\partial \Psi}{\partial \mathbf{F}}+\tilde{\boldsymbol{\Sigma}}-\mathcal{L}_{a} J \mathbf{F}^{-T}\right) \mathbf{N}=\mathbf{t}_{0_{R}}}_{\text {mechanical BCs }}, \\
& \underbrace{\xi=\xi_{0} \text { on } \partial \boldsymbol{\Omega}_{R}^{\xi}, \tilde{\mathbf{D}} \cdot \mathbf{N}=\tilde{q}_{\mathrm{f}} \text { on } \partial \Omega_{R}^{d}}_{\text {electric } B C \mathrm{C}}, \quad \underbrace{\mathbf{F}=\nabla \mathbf{x}}_{\text {kinematics }} . \quad\}
\end{align*}
$$

In the above representation, we have chosen the deformation gradient $\mathbf{F}$ and the nominal polarization $\tilde{\mathbf{P}}$ as our independent state variables. In addition, the body force is omitted.
4.10 Example 1: Pull-In Instability of a Dielectric Elastomer Film by Using the Incremental Method. Consider an undeformed film of dielectric elastomers with the dimensions $L_{1}, L_{2}$, and $L_{3}$. The upper and bottom surfaces of the film are both coated with compliant electrodes. The film deforms from $L_{1} \times L_{2} \times L_{3}$ to $\lambda_{1} L_{1} \times \lambda_{2} L_{2} \times \lambda_{3} L_{3}$ by applying the in-plane dead loads $P_{1}$ and $P_{2}$ and inthickness voltage $\Phi$ (see Fig. 16).

Taking the Cartesian coordinates $\left(X_{1}, X_{2}, X_{3}\right)$ with an orthonormal basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$, the domain occupied by the undeformed film is represented by

$$
\begin{equation*}
\Omega_{R}=\left\{\left(X_{1}, X_{2}, X_{3}\right) \in \mathbb{R}^{3}: 0 \leq X_{1} \leq L_{1}, 0 \leq X_{2} \leq L_{2}, 0 \leq X_{3} \leq L_{3}\right\} \tag{234}
\end{equation*}
$$

The boundary $\partial \Omega_{R}$ of $\Omega_{R}$ consists of six parts

$$
\left.\begin{array}{ll}
\mathcal{S}_{1-}=\left\{\mathbf{X} \in \mathbb{R}^{3}: X_{1}=0\right\}, & \mathcal{S}_{1+}=\left\{\mathbf{X} \in \mathbb{R}^{3}: X_{1}=L_{1}\right\} \\
\mathcal{S}_{2-}=\left\{\mathbf{X} \in \mathbb{R}^{3}: X_{2}=0\right\}, & \mathcal{S}_{2+}=\left\{\mathbf{X} \in \mathbb{R}^{3}: X_{2}=L_{2}\right\},  \tag{235}\\
\mathcal{S}_{3-}=\left\{\mathbf{X} \in \mathbb{R}^{3}: X_{3}=0\right\}, & \mathcal{S}_{3+}=\left\{\mathbf{X} \in \mathbb{R}^{3}: X_{3}=L_{3}\right\} .
\end{array}\right\}
$$

The mechanical and electric boundary conditions are

$$
\begin{array}{ll}
\mathbf{T}\left(-\mathbf{e}_{1}\right)=\mathbf{t}_{R}=-s_{1} \mathbf{e}_{1}, \tilde{\mathbf{D}} \cdot\left(-\mathbf{e}_{1}\right)=0 \text { on } \mathcal{S}_{1-}, & \mathbf{T e}_{1}=\mathbf{t}_{R}=s_{1} \mathbf{e}_{1}, \tilde{\mathbf{D}} \cdot \mathbf{e}_{1}=0 \text { on } \mathcal{S}_{1+},  \tag{236}\\
\mathbf{T}\left(-\mathbf{e}_{2}\right)=\mathbf{t}_{R}=-s_{2} \mathbf{e}_{2}, \tilde{\mathbf{D}} \cdot\left(-\mathbf{e}_{2}\right)=0 \text { on } \mathcal{S}_{2-}, & \mathbf{T e}_{2}=\mathbf{t}_{R}=s_{2} \mathbf{e}_{2}, \tilde{\mathbf{D}} \cdot \mathbf{e}_{2}=0 \text { on } \mathcal{S}_{2+}, \\
\mathbf{T}\left(-\mathbf{e}_{3}\right)=\mathbf{t}_{R}=\mathbf{0}, \xi=\Phi & \text { on } \mathcal{S}_{3-},
\end{array}
$$

where $s_{1}=P_{1} /\left(L_{2} L_{3}\right)$ and $s_{2}=P_{2} /\left(L_{1} L_{3}\right)$.


Fig. 16 Schematic of a deformed film of dielectric elastomers coated with two compliant electrodes. The dead loads $P_{1}$ and $P_{2}$, and the voltage $\Phi$ deform the film from $L_{1}, L_{2}$, and $L_{3}$ to $\lambda_{1} L_{1}, \lambda_{2} L_{2}$, and $\lambda_{3} L_{3}$, as well as induce an electric charge of magnitude $Q$ on either electrode [49].
4.10.1 Large Deformation. We assume that the dielectric film admits the following homogeneous deformation:

$$
\begin{equation*}
x_{1}=\lambda_{1} X_{1}, x_{2}=\lambda_{2} X_{2}, x_{3}=\lambda_{3} X_{3} \tag{237}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are constant stretches. Then the matrix presentation of the deformation gradient is a $3 \times 3$ diagonal matrix

$$
\mathbf{F}:=\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0  \tag{238}\\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right)=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)
$$

Consequently
$\mathbf{F}^{-1}=\mathbf{F}^{-T}:=\operatorname{diag}\left(\lambda_{1}^{-1}, \lambda_{2}^{-1}, \lambda_{3}^{-1}\right), \quad \mathbf{C}^{-1}:=\operatorname{diag}\left(\lambda_{1}^{-2}, \lambda_{2}^{-2}, \lambda_{3}^{-2}\right)$,

$$
\begin{equation*}
J=\operatorname{det} \mathbf{F}=\lambda_{1} \lambda_{2} \lambda_{3}=1 \tag{239}
\end{equation*}
$$

Note that $\mathbf{F}, \mathbf{F}^{-1}, \mathbf{F}^{-T}$, and $\mathbf{C}^{-1}$ are independent of the coordinates. For linear dielectric elastomers without considering the free change, the Maxwell equations in the BVP (200) give the threedimensional Laplace equation

$$
\begin{equation*}
\frac{\partial^{2} \xi}{\partial X_{1}^{2}}+\frac{\partial^{2} \xi}{\partial X_{2}^{2}}+\frac{\partial^{2} \xi}{\partial X_{3}^{2}}=0 \tag{240}
\end{equation*}
$$

By the electric boundary conditions in Eq. (236), the solution of $\xi$ is given by

$$
\begin{equation*}
\xi(\mathbf{X})=\Phi \frac{L_{3}-X_{3}}{L_{3}} \tag{241}
\end{equation*}
$$

and the nominal electric field and displacement are

$$
\begin{align*}
& \tilde{\mathbf{E}}=-\nabla \xi=\frac{\Phi}{L_{3}} \mathbf{e}_{3}=\tilde{E} \mathbf{e}_{3} \quad \text { and }  \tag{242}\\
& \tilde{\mathbf{D}}=\varepsilon J \mathbf{C}^{-1} \tilde{\mathbf{E}}=\varepsilon \lambda_{3}^{-2} \tilde{E} \mathbf{e}_{3}=\tilde{D} \mathbf{e}_{3}
\end{align*}
$$

that are independent of the coordinates. By Eqs. (238) and (241), the Maxwell stress is obtained as

$$
\begin{equation*}
\mathbf{T}^{M}:=\frac{\varepsilon \tilde{E}^{2}}{2} \operatorname{diag}\left(-\lambda_{1}^{-1} \lambda_{3}^{-2},-\lambda_{2}^{-1} \lambda_{3}^{-2}, \lambda_{3}^{-3}\right) \tag{243}
\end{equation*}
$$

For incompressible neo-Hookean materials, the elastic stress is given by Eq. (190). By Eqs. (238), (239), and (243), the total stress tensor is

$$
\begin{align*}
\mathbf{T}:= & \operatorname{diag}\left(\mu \lambda_{1}-\mathcal{L}_{a} \lambda_{1}^{-1}-\frac{1}{2} \varepsilon \lambda_{1}^{-1} \lambda_{3}^{-2} \tilde{E}^{2}, \mu \lambda_{2}-\mathcal{L}_{a} \lambda_{2}^{-1}\right.  \tag{244}\\
& \left.-\frac{1}{2} \varepsilon \lambda_{2}^{-1} \lambda_{3}^{-2} \tilde{E}^{2}, \mu \lambda_{3}-\mathcal{L}_{a} \lambda_{3}^{-1}+\frac{1}{2} \varepsilon \lambda_{3}^{-3} \tilde{E}^{2}\right)
\end{align*}
$$

By the mechanical boundary conditions in Eq. (236), we finally have

$$
\begin{gather*}
\mu \lambda_{1}-\mathcal{L}_{a} \lambda_{1}^{-1}-\frac{1}{2} \varepsilon \lambda_{1}^{-1} \lambda_{3}^{-2} \tilde{E}^{2}=s_{1}  \tag{245a}\\
\mu \lambda_{2}-\mathcal{L}_{a} \lambda_{2}^{-1}-\frac{1}{2} \varepsilon \lambda_{2}^{-1} \lambda_{3}^{-2} \tilde{E}^{2}=s_{2}  \tag{245b}\\
\mu \lambda_{3}-\mathcal{L}_{a} \lambda_{3}^{-1}+\frac{1}{2} \varepsilon \lambda_{3}^{-3} \tilde{E}^{2}=0 \tag{245c}
\end{gather*}
$$

which, together with the constraint of incompressibility, i.e., $\lambda_{1} \lambda_{2} \lambda_{3}=1$, can give the solutions of $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \mathcal{L}_{a}\right)$. One can also reduce the number of the algebraic equations from four to two. By substituting $\lambda_{3}=\lambda_{1}^{-1} \lambda_{2}^{-1}$ and $\mathcal{L}_{a}=\mu \lambda_{3}^{2}+\frac{1}{2} \varepsilon \lambda_{3}^{-2} \tilde{E}^{2}$ into Eqs. (245a) and (245b), we have

$$
\begin{align*}
& \mu\left(\lambda_{1}-\lambda_{1}^{-3} \lambda_{2}^{-2}\right)-\varepsilon \lambda_{1} \lambda_{2}^{2} \tilde{E}^{2}=s_{1}  \tag{246a}\\
& \mu\left(\lambda_{2}-\lambda_{2}^{-3} \lambda_{1}^{-2}\right)-\varepsilon \lambda_{2} \lambda_{1}^{2} \tilde{E}^{2}=s_{2} \tag{246b}
\end{align*}
$$

which, by the relation $\tilde{E}=\varepsilon^{-1} \lambda_{1}^{-2} \lambda_{2}^{-2} \tilde{D}$ in Eq. (242) $)_{2}$, are the same as Eqs. (6a) and (6b) in Ref. [49].
A trivial solution to the boundary-value problem is summarized here: the nominal electric field is $\tilde{\mathbf{E}}=\frac{\Phi}{L_{3}} \mathbf{e}_{3}=\tilde{E} \mathbf{e}_{3}$ in Eq. (242), stretches $\lambda_{1}$ and $\lambda_{2}$ are the solutions of Eqs. (246a) and (246b), $\lambda_{3}=\lambda_{1}^{-1} \lambda_{2}^{-1}$ and the Lagrange multiplier is $\mathcal{L}_{a}=\mu \lambda_{3}^{2}+\frac{1}{2} \varepsilon \lambda_{3}^{-2} \tilde{E}^{2}$.
4.10.2 Incremental Boundary-Value Problem. In contrast to Eq. (236), the incremental mechanical and electric boundary conditions are
$\left.\begin{array}{ll}\mathbf{T}^{\star}\left(-\mathbf{e}_{1}\right)=\mathbf{0}, \tilde{\mathbf{D}}^{\star} \cdot\left(-\mathbf{e}_{1}\right)=0 \text { on } \mathcal{S}_{1-}, & \mathbf{T}^{\star} \mathbf{e}_{1}=\mathbf{0}, \tilde{\mathbf{D}}^{\star} \cdot \mathbf{e}_{1}=0 \text { on } \mathcal{S}_{1+}, \\ \mathbf{T}^{\star}\left(-\mathbf{e}_{2}\right)=\mathbf{0}, \tilde{\mathbf{D}}^{\star} \cdot\left(-\mathbf{e}_{2}\right)=0 \text { on } \mathcal{S}_{2-}, & \mathbf{T}^{\star} \mathbf{e}_{2}=\mathbf{0}, \tilde{\mathbf{D}}^{\star} \cdot \mathbf{e}_{2}=0 \text { on } \mathcal{S}_{2+}, \\ \mathbf{T}^{\star}\left(-\mathbf{e}_{3}\right)=\mathbf{0}, \xi^{\star}=0 \text { on } \mathcal{S}_{3-}, & \mathbf{T}^{\star} \mathbf{e}_{3}=\mathbf{0}, \xi^{\star}=0 \text { on } \mathcal{S}_{3+\cdot} .\end{array}\right\}$

At the trivial solution, the infinitesimal increments of the displacement are assumed to be

$$
\begin{equation*}
u_{1}^{\star}=\lambda_{1}^{\star} X_{1}, u_{2}^{\star}=\lambda_{2}^{\star} X_{2}, u_{3}^{\star}=\lambda_{3}^{\star} X_{3} \tag{248}
\end{equation*}
$$

where $\lambda_{1}^{\star}, \lambda_{2}^{\star}$, and $\lambda_{3}^{\star}$ are sufficiently small and independent of the coordinates. By Eqs. (201) and (248), the infinitesimal increment of the deformation gradient is

$$
\begin{equation*}
\mathbf{F}^{\star}:=\operatorname{diag}\left(\lambda_{1}^{\star}, \lambda_{2}^{\star}, \lambda_{3}^{\star}\right) \tag{249}
\end{equation*}
$$

With Eqs. (238) and (249), other increments in Eq. (202) at the trivial solution can be obtained as

$$
\left.\begin{array}{l}
\left(\mathbf{F}^{-1}\right)^{\star}=\left(\mathbf{F}^{-T}\right)^{\star}:=-\operatorname{diag}\left(\lambda_{1}^{-2} \lambda_{1}^{\star}, \lambda_{2}^{-2} \lambda_{2}^{\star}, \lambda_{3}^{-2} \lambda_{3}^{\star}\right), \quad J^{\star}=\lambda_{2} \lambda_{3} \lambda_{1}^{\star}+\lambda_{3} \lambda_{1} \lambda_{2}^{\star}+\lambda_{1} \lambda_{2} \lambda_{3}^{\star},  \tag{250}\\
\mathbf{C}^{\star}:=2 \operatorname{diag}\left(\lambda_{1} \lambda_{1}^{\star}, \lambda_{2} \lambda_{2}^{\star}, \lambda_{3} \lambda_{3}^{\star}\right), \quad\left(\mathbf{C}^{-1}\right)^{\star}:=-2 \operatorname{diag}\left(\lambda_{1}^{-3} \lambda_{1}^{\star}, \lambda_{2}^{-3} \lambda_{2}^{\star}, \lambda_{3}^{-3} \lambda_{3}^{\star}\right) .
\end{array}\right\}
$$

For incompressible solids, the infinitesimal increment of the Jacobian is zero, i.e.,

$$
\begin{equation*}
J^{\star}=\lambda_{2} \lambda_{3} \lambda_{1}^{\star}+\lambda_{3} \lambda_{1} \lambda_{2}^{\star}+\lambda_{1} \lambda_{2} \lambda_{3}^{\star}=0 \tag{251}
\end{equation*}
$$

Consider incompressible neo-Hookean solids (188). By Eqs. (238) and (250), the incremental elastic stress tensor in the incremental BVP (207) is obtained as

$$
\begin{equation*}
\left(\mathbf{T}^{e}\right)^{\star}:=\operatorname{diag}\left(\mu \lambda_{1}^{\star}-\lambda_{1}^{-1} \mathcal{L}_{a}^{\star}+\mathcal{L}_{a} \lambda_{1}^{-2} \lambda_{1}^{\star}, \mu \lambda_{2}^{\star}-\lambda_{2}^{-1} \mathcal{L}_{a}^{\star}+\mathcal{L}_{a} \lambda_{2}^{-2} \lambda_{2}^{\star}, \mu \lambda_{3}^{\star}-\lambda_{3}^{-1} \mathcal{L}_{a}^{\star}+\mathcal{L}_{a} \lambda_{3}^{-2} \lambda_{3}^{\star}\right) \tag{252}
\end{equation*}
$$

where $\mathcal{L}_{a}=\mu \lambda_{3}^{2}+\frac{1}{2} \varepsilon \lambda_{3}^{-2} \tilde{E}^{2}$ and $\mathcal{L}_{a}^{\star}$ is the infinitesimal increment of the Lagrange multiplier.
The infinitesimal increment of the electric potential is $\xi^{\star}$, then the incremental nominal electric field (203) is $\tilde{\mathbf{E}}^{\star}=-\nabla \xi^{\star}$. Also, the incremental nominal electric displacement (204) is $\tilde{\mathbf{D}}^{\star}=\varepsilon\left(\mathbf{C}^{-1}\right)^{\star} \tilde{\mathbf{E}}+\varepsilon \mathbf{C}^{-1} \tilde{\mathbf{E}}^{\star}$ by using $J=1$ and $J^{\star}=0$. Since $\mathbf{C}^{-1}$ in Eq. (239), $\left(\mathbf{C}^{-1}\right)^{\star}$ in Eq. (250), $\tilde{\mathbf{E}}$ in Eq. (242) are independent of the coordinates, the incremental Maxwell equation Div $\tilde{\mathbf{D}}^{\star}=0$ in Eq. (207) implies Div $\tilde{\mathbf{E}}^{\star}=0$, namely,

$$
\begin{equation*}
\frac{\partial^{2} \xi^{\star}}{\partial X_{1}^{2}}+\frac{\partial^{2} \xi^{\star}}{\partial X_{2}^{2}}+\frac{\partial^{2} \xi^{\star}}{\partial X_{3}^{2}}=0 \tag{253}
\end{equation*}
$$

which, together with the incremental electric boundary conditions in Eq. (247), gives the solution

$$
\begin{equation*}
\xi^{\star}(\mathbf{X})=0 \tag{254}
\end{equation*}
$$

Then the increments at the trivial solution become

$$
\begin{equation*}
\tilde{\mathbf{E}}^{\star}=\mathbf{0} \quad \text { and } \quad \tilde{\mathbf{D}}^{\star}=-2 \varepsilon \lambda_{3}^{-3} \tilde{E} \lambda_{3}^{\star} \mathbf{e}_{3} \tag{255}
\end{equation*}
$$

By Eqs. (239) $)_{1}$ and (242) ${ }_{1}$, the true electric field is $\mathbf{E}=\mathbf{F}^{-T} \tilde{\mathbf{E}}=\lambda_{3}^{-1} \tilde{E} \mathbf{e}_{3}$. It follows from Eqs. (250) ${ }_{1}$, (242) ${ }_{1}$, and (255) that the increment $\mathbf{E}^{\star}$ in Eq. (205) is obtained as $\mathbf{E}^{\star}=-\lambda_{3}^{-2} \tilde{E} \lambda_{3}^{\star} \mathbf{e}_{3}$. Thus, the incremental Maxwell stress (206) is

$$
\begin{equation*}
\left(\mathbf{T}^{M}\right)^{\star}:=\frac{\varepsilon \tilde{E}^{2}}{2} \operatorname{diag}\left(\lambda_{1}^{-2} \lambda_{3}^{-2} \lambda_{1}^{\star}+2 \lambda_{1}^{-1} \lambda_{3}^{-3} \lambda_{3}^{\star}, \lambda_{2}^{-2} \lambda_{3}^{-2} \lambda_{2}^{\star}+2 \lambda_{2}^{-1} \lambda_{3}^{-3} \lambda_{3}^{\star},-3 \lambda_{3}^{-4} \lambda_{3}^{\star}\right) \tag{256}
\end{equation*}
$$

By Eqs. (252) and (256), we have the increment $\mathbf{T}^{\star}$ of the total stress in the incremental BVP (207). Thus, the incremental mechanical boundary conditions in Eq. (247) give

$$
\begin{gather*}
\left(\mu+\mu \lambda_{1}^{-2} \lambda_{3}^{2}+\varepsilon \lambda_{1}^{-2} \lambda_{3}^{-2} \tilde{E}^{2}\right) \lambda_{1}^{\star}+\varepsilon \lambda_{1}^{-1} \lambda_{3}^{-3} \tilde{E}^{2} \lambda_{3}^{\star}-\lambda_{1}^{-1} \mathcal{L}_{a}^{\star}=0  \tag{257a}\\
\left(\mu+\mu \lambda_{2}^{-2} \lambda_{3}^{2}+\varepsilon \lambda_{2}^{-2} \lambda_{3}^{-2} \tilde{E}^{2}\right) \lambda_{2}^{\star}+\varepsilon \lambda_{2}^{-1} \lambda_{3}^{-3} \tilde{E}^{2} \lambda_{3}^{\star}-\lambda_{2}^{-1} \mathcal{L}_{a}^{\star}=0  \tag{257b}\\
\left(2 \mu-\varepsilon \lambda_{3}^{-4} \tilde{E}^{2}\right) \lambda_{3}^{\star}-\lambda_{3}^{-1} \mathcal{L}_{a}^{\star}=0 \tag{257c}
\end{gather*}
$$

which, together with Eq. (251), can give the solutions of $\left(\lambda_{1}^{\star}, \lambda_{2}^{\star}, \lambda_{3}^{\star}, \mathcal{L}_{a}^{\star}\right)$.
4.10.3 Solution of the Incremental Boundary-Value Problem. Here we have four equations in four unknowns, i.e., Eqs. (251), (257a)-(257c) with variables $\left(\lambda_{1}^{\star}, \lambda_{2}^{\star}, \lambda_{3}^{\star}, \mathcal{L}_{a}^{\star}\right)$. It follows from Eq. (257c) that $\mathcal{L}_{a}^{\star}=\left(2 \mu \lambda_{3}-\varepsilon \lambda_{3}^{3} \tilde{E}^{2}\right) \lambda_{3}^{\star}$. By substituting $\mathcal{L}_{a}^{\star}$ into Eqs. (257a) and (257b), we can reduce the set of simultaneous equations to three equations in three unknowns. The set of equations may be expressed as

$$
\left(\begin{array}{ccc}
\mu+\mu \lambda_{1}^{-2} \lambda_{3}^{2}+\varepsilon \lambda_{1}^{-2} \lambda_{3}^{-2} \tilde{E}^{2} & 0 & 2 \varepsilon \lambda_{1}^{-1} \lambda_{3}^{-3} \tilde{E}^{2}-2 \mu \lambda_{1}^{-1} \lambda_{3}  \tag{258}\\
0 & \mu+\mu \lambda_{2}^{-2} \lambda_{3}^{2}+\varepsilon \lambda_{2}^{-2} \lambda_{3}^{-2} \tilde{E}^{2} & 2 \varepsilon \lambda_{2}^{-1} \lambda_{3}^{-3} \tilde{E}^{2}-2 \mu \lambda_{2}^{-1} \lambda_{3} \\
\lambda_{2} \lambda_{3} & \lambda_{3} \lambda_{1} & \lambda_{1} \lambda_{2}
\end{array}\right)\left(\begin{array}{l}
\lambda_{1}^{\star} \\
\lambda_{2}^{\star} \\
\lambda_{3}^{\star}
\end{array}\right)=\mathbf{0}
$$

If the determinant of the $3 \times 3$ matrix is nonzero, the simultaneous linear equations only have the zero solution, i.e., $\lambda_{1}^{\star}=\lambda_{2}^{\star}=\lambda_{3}^{\star}=0$. If the determinant is zero, there exists an infinite number of solutions. Thus, the necessary condition for the existence of incremental solutions is a zero determinant.

In the following, we will show that the condition for a zero determinant of the $3 \times 3$ matrix in Eq. (258) is the same as that of the Hessian matrix in Ref. [49].

Consider the $3 \times 3$ matrix in Eq. (258) as Matrix (I). Taking $\lambda_{3}=\lambda_{1}^{-1} \lambda_{2}^{-1}$ and replacing row (1) by row (1) $+2 \mu \lambda_{1}^{-3} \lambda_{2}^{-2} \times$ row (3), row (2) by row (2) $+2 \mu \lambda_{1}^{-2} \lambda_{2}^{-3} \times$ row (3) in Matrix (I), we obtain Matrix (II). Subsequently, replacing column (1) by column


Fig. 17 Schematic of the surface wrinkling of a dielectric block bonded on a rigid substrate. The upper surface is bonded with a compliant electrode while the rigid substrate is coated with a metal electrode. A voltage is applied to the two electrodes. The corresponding experiment can refer to the work [30]. (a) Undeformed state with a flat surface. (b) Wrinkled state by increasing the voltage at the threshold.
(1) $+\lambda_{1}^{-2} \lambda_{2}^{-1} \times$ column (3), column (2) by column (2) $+\lambda_{1}^{-1} \lambda_{2}^{-2} \times$ column (3) in Matrix (II), we get Matrix (III). We multiply column (3) in Matrix (III) by $-\varepsilon^{-1} \tilde{E}^{-1} \lambda_{1}^{-3} \lambda_{2}^{-3}$ and obtain Matrix (IV). Multiplying row (3) in Matrix (IV) by $-\tilde{E}$, we finally get Matrix (V), which, by the relation $\tilde{E}=\varepsilon^{-1} \lambda_{1}^{-2} \lambda_{2}^{-2} \tilde{D}$, is exact the Hessian matrix in Ref. [49].
By the effects of row/column operations of determinants [116], we have the following relations: $\operatorname{det}(\operatorname{Matrix}(\mathrm{I}))=\operatorname{det}$ $(\operatorname{Matrix}(\mathrm{II}))=\operatorname{det}(\operatorname{Matrix}(\mathrm{III}))=\operatorname{det}(\operatorname{Matrix}(\mathrm{IV})) /\left(-\varepsilon^{-1} \tilde{E}^{-1} \lambda_{1}^{-3}\right.$ $\left.\lambda_{2}^{-3}\right)$ and $\operatorname{det}(\operatorname{Matrix}(\operatorname{IV}))=\operatorname{det}(\operatorname{Matrix}(\mathrm{V})) /(-\tilde{E})$. Thus, the condition for a zero determinant of the $3 \times 3$ matrix in Eq. (258) is equivalent to that of the Hessian matrix in Ref. [49].
4.11 Example 2: Wrinkle Surface Instability of a Dielectric Elastomer by Using the Incremental Method. In addition to pull-in instability in the homogeneous deformation, surface instabilities, which lead to inhomogeneous deformation (wrinkling), are also common. Given the existence of an extensive body of work on the electromechanical instabilities related to inhomogeneous deformations, we simply point to a small sample of the works that the reader may consult (and the references therein): [30], [33], [40], and [127-143].

The schematic of the onset of surface wrinkling induced by an applied electric field is shown in Fig. 17. Due to inhomogeneous deformations, the electrowrinkling problem is more involved. We will use linear bifurcation analysis to find the necessary condition for the existence of a nontrivial solution (surface wrinkling). We employ a similar procedure as what can be found in Appendix of the work by Wang and Zhao [30].
4.11.1 Large Deformation. For the electromechanical system in Fig. 17, the displacement of the bottom surface is fixed. We just consider a 2D formulation for the plane strain assumption. Thus the kinematical boundary conditions at the bottom surface are

$$
\begin{equation*}
\mathbf{u}(\mathbf{X})=\mathbf{0} \quad \text { or } \quad u_{1}\left(X_{1}, X_{2}\right)=u_{2}\left(X_{1}, X_{2}\right)=0 \quad \text { at } X_{2}=0 \tag{259}
\end{equation*}
$$

The deformation gradient is

$$
\mathbf{F}=\nabla(\mathbf{X}+\mathbf{u})=\mathbf{I}+\nabla \mathbf{u}:=\left(\begin{array}{cc}
1+u_{1,1} & u_{1,2}  \tag{260}\\
u_{2,1} & 1+u_{2,2}
\end{array}\right)
$$

The constraint of incompressibility reads

$$
J=\operatorname{det} \mathbf{F}=\left|\begin{array}{cc}
1+u_{1,1} & u_{1,2}  \tag{261}\\
u_{2,1} & 1+u_{2,2}
\end{array}\right|=1
$$

Alternatively, calculation of the determinant (261) gives

$$
\begin{equation*}
u_{1,1}+u_{2,2}+u_{1,1} u_{2,2}-u_{1,2} u_{2,1}=0 \tag{262}
\end{equation*}
$$

The traction-free boundary conditions at the upper surface are ${ }^{10}$

$$
\begin{equation*}
\mathbf{T e}_{2}=\mathbf{0} \quad \text { or } \quad T_{12}\left(X_{1}, X_{2}\right)=T_{22}\left(X_{1}, X_{2}\right)=0 \quad \text { at } X_{2}=H \tag{263}
\end{equation*}
$$

The true electric field induced by an applied voltage $\Phi$ is approximately written as

$$
\begin{equation*}
\mathbf{E}=E_{\delta} \mathbf{e}_{2}=\left(0, E_{\delta}\right)^{T} \tag{264}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\delta}=\frac{\Phi}{H+\delta H}=\frac{\Phi}{H+u_{2}\left(X_{1}, H\right)} \tag{265}
\end{equation*}
$$

The total Cauchy stress $\boldsymbol{\sigma}$ in Eq. (177) is rewritten here as

$$
\begin{equation*}
\boldsymbol{\sigma}=\boldsymbol{\sigma}^{e}+\boldsymbol{\sigma}^{M} \tag{266}
\end{equation*}
$$

where the elastic stress and the Maxwell stress for neo-Hookean ideal dielectrics are

$$
\begin{equation*}
\boldsymbol{\sigma}^{e}=\mu \mathbf{F} \mathbf{F}^{T}-\mathcal{L}_{a} \mathbf{I}=\mu\left(\mathbf{I}+\nabla \mathbf{u}+\nabla \mathbf{u}^{T}+\nabla \mathbf{u} \nabla \mathbf{u}^{T}\right)-\mathcal{L}_{a} \mathbf{I} \tag{267}
\end{equation*}
$$

and

$$
\boldsymbol{\sigma}^{M}=\varepsilon \mathbf{E} \otimes \mathbf{E}-\frac{\varepsilon|\mathbf{E}|^{2}}{2} \mathbf{I}:=\frac{\varepsilon}{2} E_{\delta}^{2}\left(\begin{array}{cc}
-1 & 0  \tag{268}\\
0 & 1
\end{array}\right)
$$

In contrast to Eq. (266), the (first) Piola-Kirchhoff stress, with the relation (173), is given by

$$
\begin{equation*}
\mathbf{T}=J \boldsymbol{\sigma} \mathbf{F}^{-T}=\left(\boldsymbol{\sigma}^{e}+\boldsymbol{\sigma}^{M}\right) \mathbf{F}^{-T} \tag{269}
\end{equation*}
$$

where $J=1$ for incompressible materials. Without the body force, the equilibrium equation is

$$
\begin{equation*}
\operatorname{Div} \mathbf{T}=\mathbf{0} \tag{270}
\end{equation*}
$$

Now we have constructed a boundary-value problem
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\left.$$
\begin{array}{l}
\operatorname{Div} \mathbf{T}=\mathbf{0}, \quad \operatorname{det} \mathbf{F}=1, \quad \mathbf{E}=E_{\delta} \mathbf{e}_{2},  \tag{271}\\
u_{1}\left(X_{1}, X_{2}\right)=u_{2}\left(X_{1}, X_{2}\right)=0 \quad \text { at } \quad X_{2}=0, \\
T_{12}\left(X_{1}, X_{2}\right)=T_{22}\left(X_{1}, X_{2}\right)=0 \quad \text { at } \quad X_{2}=H
\end{array}
$$\right\}
\]

with

$$
\left.\begin{array}{l}
\mathbf{F}=\mathbf{I}+\nabla \mathbf{u}, \quad \mathbf{T}=\left(\boldsymbol{\sigma}^{e}+\boldsymbol{\sigma}^{M}\right) \mathbf{F}^{-T}, \quad E_{\delta}=\frac{\Phi}{H+u_{2}\left(X_{1}, H\right)}, \\
\boldsymbol{\sigma}^{e}=\mu\left(\mathbf{I}+\nabla \mathbf{u}+\nabla \mathbf{u}^{T}+\nabla \mathbf{u} \nabla \mathbf{u}^{T}\right)-\mathcal{L}_{a} \mathbf{I}, \\
\boldsymbol{\sigma}^{M}:=\frac{\varepsilon}{2} E_{\delta}^{2}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) . \tag{272}
\end{array}\right\}
$$

A trivial solution to the boundary-value problem is

$$
\begin{equation*}
\mathbf{u}_{0}=\mathbf{0}, \quad \mathcal{L}_{a 0}=\mu+\frac{\varepsilon}{2}\left(\frac{\Phi}{H}\right)^{2} \tag{273}
\end{equation*}
$$

implying

$$
\begin{gather*}
\mathbf{F}_{0}=\mathbf{I}, \quad \boldsymbol{\sigma}_{0}^{e}:=\frac{\varepsilon}{2}\left(\frac{\Phi}{H}\right)^{2}\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right), \\
\boldsymbol{\sigma}_{0}^{M}:=\frac{\varepsilon}{2}\left(\frac{\Phi}{H}\right)^{2}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \tag{274}
\end{gather*}
$$

4.11.2 Small Deformation Simplification. Prior to the following analysis, we would like to simplify the problem in small deformation. Subsequently, the constraint of incompressibility (262) reduces to

$$
\begin{equation*}
u_{1,1}+u_{2,2}=0 \quad \text { or } \quad \operatorname{Div} \mathbf{u}=0 \tag{275}
\end{equation*}
$$

the magnitude of the true electric field (265) becomes

$$
\begin{equation*}
E_{\delta}=\frac{\Phi}{H}\left(1-\frac{u_{2}\left(x_{1}, H\right)}{H}\right) \tag{276}
\end{equation*}
$$

the elastic stress (267) and the Maxwell stress (268) are reduced to

$$
\begin{gather*}
\boldsymbol{\sigma}^{e}=\mu\left(\mathbf{I}+\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)-\mathcal{L}_{a} \mathbf{I}  \tag{277}\\
\boldsymbol{\sigma}^{M}:=\frac{\varepsilon E_{0}^{2}}{2}\left(1-2 \frac{u_{2}\left(x_{1}, H\right)}{H}\right)\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \tag{278}
\end{gather*}
$$

Now the boundary-value problem (271) and (272) reduces to

$$
\left.\begin{array}{l}
\operatorname{Div} \boldsymbol{\sigma}=\mathbf{0}, \quad \operatorname{Div} \mathbf{u}=0, \quad E_{\delta}=E_{0}\left(1-\frac{u_{2}\left(x_{1}, H\right)}{H}\right), \\
u_{1}\left(x_{1}, x_{2}\right)=u_{2}\left(x_{1}, x_{2}\right)=0 \quad \text { at } \quad x_{2}=0,  \tag{279}\\
\sigma_{12}\left(x_{1}, x_{2}\right)=\sigma_{22}\left(x_{1}, x_{2}\right)=0 \quad \text { at } \quad x_{2}=H
\end{array}\right\}
$$

with

$$
\left.\begin{array}{l}
\boldsymbol{\sigma}=\boldsymbol{\sigma}^{e}+\boldsymbol{\sigma}^{M}, \quad \boldsymbol{\sigma}^{e}=\mu\left(\mathbf{I}+\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)-\mathcal{L}_{a} \mathbf{I},  \tag{280}\\
\boldsymbol{\sigma}^{M}:=\frac{\varepsilon E_{0}^{2}}{2}\left(1-2 \frac{u_{2}\left(x_{1}, H\right)}{H}\right)\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)
\end{array}\right\}
$$

4.11.3 Incremental Boundary-Value Problem. At the trivial solution (273), the incremental forms of the displacement and the Lagrange multiplier are

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{0}+\mathbf{u}^{\star}=\mathbf{u}^{\star}, \quad \mathcal{L}_{a}=\mathcal{L}_{a 0}+\mathcal{L}_{a}^{\star} \tag{281}
\end{equation*}
$$

where $\mathbf{u}^{\star}$ and $\mathcal{L}_{a}^{\star}$ are increments with sufficiently small $\left\|\mathbf{u}^{\star}\right\|,\left\|\nabla \mathbf{u}^{\star}\right\|,\left\|\mathcal{L}_{a}^{\star}\right\|$, and $\left\|\nabla \mathcal{L}_{a}^{\star}\right\|$. Then the incremental form of the constraint $\operatorname{Div} \mathbf{u}=0$ in Eq. (279) is

$$
\begin{equation*}
\operatorname{Div} \mathbf{u}^{\star}=u_{1,1}^{\star}+u_{2,2}^{\star}=0 \tag{282}
\end{equation*}
$$

The incremental form of the elastic stress $\boldsymbol{\sigma}^{e}$ in Eq. (280) is

$$
\begin{equation*}
\boldsymbol{\sigma}^{e}=\boldsymbol{\sigma}_{0}^{e}+\left(\boldsymbol{\sigma}^{e}\right)^{\star}=\boldsymbol{\sigma}_{0}^{e}+\mu\left(\nabla \mathbf{u}^{\star}+\left(\nabla \mathbf{u}^{\star}\right)^{T}\right)-\mathcal{L}_{a}^{\star} \mathbf{I} \tag{283}
\end{equation*}
$$

The magnitude of the electric field in Eq. (279) is

$$
\begin{equation*}
E_{\delta}=E_{0}\left(1-\frac{u_{2}^{\star}\left(x_{1}, H\right)}{H}\right) \tag{284}
\end{equation*}
$$

and the incremental form of the Maxwell stress is

$$
\boldsymbol{\sigma}^{M}=\boldsymbol{\sigma}_{0}^{M}+\left(\boldsymbol{\sigma}^{M}\right)^{\star}:=\frac{\varepsilon}{2} E_{0}^{2}\left(\begin{array}{cc}
-1 & 0  \tag{285}\\
0 & 1
\end{array}\right)-\varepsilon E_{0}^{2} \frac{u_{2}^{\star}\left(x_{1}, H\right)}{H}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)
$$

Therefore, the incremental form of the boundary-value problem (279) and (280) is

$$
\left.\begin{array}{ll}
\operatorname{Div} \boldsymbol{\sigma}^{\star}=\mathbf{0}, & u_{1,1}^{\star}+u_{2,2}^{\star}=0,  \tag{286}\\
E_{\delta}^{\star}=-E_{0} \frac{u_{2}^{\star}\left(x_{1}, H\right)}{H}, \\
u_{1}^{\star}\left(x_{1}, x_{2}\right)=u_{2}^{\star}\left(x_{1}, x_{2}\right)=0 & \text { at } x_{2}=0, \\
\sigma_{12}^{\star}\left(x_{1}, x_{2}\right)=\sigma_{22}^{\star}\left(x_{1}, x_{2}\right)=0 & \text { at } x_{2}=H
\end{array}\right\}
$$

with

$$
\left.\begin{array}{l}
\boldsymbol{\sigma}^{\star}=\left(\boldsymbol{\sigma}^{e}\right)^{\star}+\left(\boldsymbol{\sigma}^{M}\right)^{\star}, \quad\left(\boldsymbol{\sigma}^{e}\right)^{\star}=\mu\left(\nabla \mathbf{u}^{\star}+\left(\nabla \mathbf{u}^{T}\right)^{\star}\right)-\mathcal{L}_{a}^{\star} \mathbf{I}, \\
\left(\boldsymbol{\sigma}^{M}\right)^{\star}:=-\varepsilon E_{0}^{2} \frac{u_{2}^{\star}\left(x_{1}, H\right)}{H}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \tag{287}
\end{array}\right\}
$$

4.11.4 Solution of the Incremental Boundary-Value Problem. An approximation used here is that $\operatorname{Div}\left(\boldsymbol{\sigma}^{M}\right)^{\star}=\mathbf{0}[30,132]$. With the constraint, $u_{1,1}^{\star}+u_{2,2}^{\star}=0$, we have $\operatorname{Div}\left(\nabla \mathbf{u}^{T}\right)^{\star}=\mathbf{0} .{ }^{11}$ Thus, the equilibrium equation in Eq. (286) reduces to

$$
\begin{equation*}
\operatorname{Div}\left(\mu \nabla \mathbf{u}^{\star}-\mathcal{L}_{a}^{\star} \mathbf{I}\right)=\mu \nabla^{2} \mathbf{u}^{\star}-\nabla \mathcal{L}_{a}^{\star}=\mathbf{0} \tag{288}
\end{equation*}
$$

With the constraint $u_{1,1}^{\star}+u_{2,2}^{\star}=0$, the general solution of $\mathbf{u}^{\star}\left(x_{1}, x_{2}\right)$ can be written as

$$
\begin{equation*}
u_{1}^{\star}\left(x_{1}, x_{2}\right)=\frac{\partial \phi}{\partial x_{2}} \quad \text { and } \quad u_{2}^{\star}\left(x_{1}, x_{2}\right)=-\frac{\partial \phi}{\partial x_{1}} \tag{289}
\end{equation*}
$$

where $\phi\left(x_{1}, x_{2}\right)$ is an arbitrary function. Substitution of Eq. (289) into Eq. (287) gives
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\boldsymbol{\sigma}^{\star}:=\left($$
\begin{array}{cc}
2 \mu \frac{\partial^{2} \phi}{\partial x_{2} \partial x_{1}}-\mathcal{L}_{a}^{\star} & \mu\left(\frac{\partial^{2} \phi}{\partial x_{2}^{2}}-\frac{\partial^{2} \phi}{\partial x_{1}^{2}}\right)  \tag{290}\\
\mu\left(\frac{\partial^{2} \phi}{\partial x_{2}^{2}}-\frac{\partial^{2} \phi}{\partial x_{1}^{2}}\right) & -2 \mu \frac{\partial^{2} \phi}{\partial x_{1} \partial x_{2}}-\mathcal{L}_{a}^{\star}
\end{array}
$$\right)+\frac{\varepsilon E_{0}^{2}}{H} \frac{\partial \phi\left(x_{1}, H\right)}{\partial x_{1}}\left($$
\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}
$$\right)
\]

By using the general solution (289), the equilibrium Eq. (288) becomes

$$
\begin{equation*}
\mu\left(\frac{\partial^{3} \phi}{\partial x_{2} \partial x_{1}^{2}}+\frac{\partial^{3} \phi}{\partial x_{2}^{3}}\right)-\frac{\partial \mathcal{L}_{a}^{\star}}{\partial x_{1}}=0, \quad \mu\left(\frac{\partial^{3} \phi}{\partial x_{1}^{3}}+\frac{\partial^{3} \phi}{\partial x_{1} \partial x_{2}^{2}}\right)+\frac{\partial \mathcal{L}_{a}^{\star}}{\partial x_{2}}=0 \tag{291}
\end{equation*}
$$

the kinematical boundary conditions in Eq. (286) read

$$
\begin{equation*}
\frac{\partial \phi}{\partial x_{2}}=\frac{\partial \phi}{\partial x_{1}}=0 \quad \text { at } x_{2}=0 \tag{292}
\end{equation*}
$$

and the traction-free boundary conditions in Eq. (286) are

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x_{2}^{2}}-\frac{\partial^{2} \phi}{\partial x_{1}^{2}}=0, \quad-2 \mu \frac{\partial^{2} \phi}{\partial x_{1} \partial x_{2}}-\mathcal{L}_{a}^{\star}+\frac{\varepsilon E_{0}^{2}}{H} \frac{\partial \phi\left(x_{1}, H\right)}{\partial x_{1}}=0 \quad \text { at } x_{2}=H \tag{293}
\end{equation*}
$$

The boundary-value problem (291)-(293) is traditional and the solution procedure can refer to, for example, the work [30,46,132,144]. Consider the forms of the solution

$$
\begin{equation*}
\phi\left(x_{1}, x_{2}\right)=\bar{\phi}\left(x_{2}\right) \cos \left(k x_{1}\right) \quad \text { and } \quad \mathcal{L}_{a}^{\star}\left(x_{1}, x_{2}\right)=\overline{\mathcal{L}}\left(x_{2}\right) \sin \left(k x_{1}\right) \tag{294}
\end{equation*}
$$

Then the boundary-value problem (291)-(293) is converted to

$$
\begin{gather*}
\mu\left(-k^{2} \frac{\partial \bar{\phi}}{\partial x_{2}}+\frac{\partial^{3} \bar{\phi}}{\partial x_{2}^{3}}\right)-k \overline{\mathcal{L}}=0, \quad \mu\left(k^{3} \bar{\phi}-k \frac{\partial^{2} \bar{\phi}}{\partial x_{2}^{2}}\right)+\frac{\partial \overline{\mathcal{L}}}{\partial x_{2}}=0, \quad x_{2} \in(0, H)  \tag{295a}\\
\frac{\partial \bar{\phi}}{\partial x_{2}}=0, \quad \bar{\phi}=0 \quad \text { at } x_{2}=0  \tag{295b}\\
\frac{\partial^{2} \bar{\phi}}{\partial x_{2}^{2}}+k^{2} \bar{\phi}=0, \quad 2 \mu k \frac{\partial \bar{\phi}}{\partial x_{2}}-\overline{\mathcal{L}}-\frac{\varepsilon E_{0}^{2}}{H} k \bar{\phi}=0 \quad \text { at } x_{2}=H \tag{295c}
\end{gather*}
$$

By eliminating $\overline{\mathcal{L}}$ in Eq. (295a), we have a fourth-order differential equation

$$
\begin{equation*}
\frac{\partial^{4} \bar{\phi}}{\partial x_{2}^{4}}-2 k^{2} \frac{\partial^{2} \bar{\phi}}{\partial x_{2}^{2}}+k^{4} \bar{\phi}=0 \tag{296}
\end{equation*}
$$

with the general solution

$$
\begin{equation*}
\bar{\phi}\left(x_{2}\right)=\left(C_{1}+C_{2} x_{2}\right) e^{k x_{2}}+\left(C_{3}+C_{4} x_{2}\right) e^{-k x_{2}} \tag{297}
\end{equation*}
$$

where $C_{i}, i=1,2,3,4$, are constant. Substituting Eq. (297) into Eq. (295a) ${ }_{1}$, we have

$$
\begin{equation*}
\overline{\mathcal{L}}\left(x_{2}\right)=2 \mu k\left(C_{2} e^{k x_{2}}+C_{4} e^{-k x_{2}}\right) \tag{298}
\end{equation*}
$$

Consider the boundary conditions (295b) and (295c). We encounter a set of simultaneous linear equations, that is, we have four equations in four unknowns $C_{1}, C_{2}, C_{3}, C_{4}$ of the form

$$
\left(\begin{array}{cccc}
k & 1 & -k & 1  \tag{299}\\
1 & 0 & 1 & 0 \\
2 k^{2} e^{k H} & 2(1+k H) k e^{k H} & 2 k^{2} e^{-k H} & 2(-1+k H) k e^{-k H} \\
\left(\frac{\varepsilon E_{0}^{2}}{H}-2 k \mu\right) k e^{k H} & \left(\varepsilon E_{0}^{2}-2 k H \mu\right) k e^{k H} & \left(\frac{\varepsilon E_{0}^{2}}{H}+2 k \mu\right) k e^{-k H} & \left(\varepsilon E_{0}^{2}+2 k H \mu\right) k e^{-k H}
\end{array}\right)\left(\begin{array}{l}
C_{1} \\
C_{2} \\
C_{3} \\
C_{4}
\end{array}\right)=\mathbf{0}
$$

The above Eqs. (299) only have nontrivial solutions $C_{i}, i=1,2,3,4$, if the determinant of the coefficient matrix vanishes, which gives


Fig. 18 The electric field for the onset of surface wrinkling of neo-Hookean ideal dielectrics. The (solid) curve comes from the numerical plot of Eq. (300). The lowest point on the curve is denoted by a cross mark at $E_{0} \sqrt{\varepsilon / \mu}=2.49$ and $k H=2.12$. The cross mark corresponds to the lowest electric field and can be regarded as the threshold of the surface wrinkling instability. Below the lowest point of the curve, the elastomer has a flat surface, which means that the system shown in Fig. 17 is stable and there is no electromechanical wrinkling.

$$
\begin{equation*}
\frac{\varepsilon E_{0}^{2}}{\mu}=\frac{2 k H\left(e^{4 k H}+\left(2+4 k^{2} H^{2}\right) e^{2 k H}+1\right)}{e^{4 k H}-4 k H e^{2 k H}-1} \tag{300}
\end{equation*}
$$

Equation (300) is exactly Eq. (1) in the work by Wang and Zhao [30] in the absence of surface energy. In Fig. 18, we plot how the electric field $E_{0} \sqrt{\varepsilon / \mu}$ varies with respect to the ratio $k H$. The lowest electric field (the threshold) for the onset of electromechanical surface wrinkling is $E_{0} \sqrt{\varepsilon / \mu}=2.49$ at $k H=2.12$. If the applied electric field is less than the threshold, there is no electromechanical wrinkling and the elastomer admits a flat surface.

The block dimensions would indeed affect the critical electric field and the wavelength $2 \pi / k$ (or the wavenumber $k$ ) of surface wrinkling. In the analysis, we regard a continuous wavenumber $k$ to carry out our plot. This treatment is accurate enough if the length of the elastomer block is sufficiently large, which admits relatively dense discrete values of $k$. In addition to the length, the height $H$ of the elastomer block affects the wrinkling phenomenon in terms of the product $k H$. For the onset of surface wrinkling in Eq. (300), a larger electric field corresponds to a smaller product $k H$, giving a larger wavelength $2 \pi / k$ of wrinkles for an elastomer block with a given geometry. A detailed discussion of the effects of block dimensions and side boundary conditions on the surface wrinkling is out of the scope of this tutorial.

## 5 Electromechanical Instability and Bifurcation of Soft Dielectrics: Pull-In Instability

In this section, we mainly revisit pull-in instability of soft dielectrics by using the energy method. Other types of instability can refer to two good reviews $[56,58]$. There is an extensive body of work on pull-in instability of a dielectric elastomer film in the homogeneous deformation [49,51,52,145-150]. Here we focus on two works [49,51] and discuss pull-in instability by both the principle of minimum energy (i.e., the energy method) and the linear bifurcation analysis.
5.1 Pull-In Instability of a Dielectric Elastomer Film. We review the example of electromechanical instability of a film of a dielectric elastomer by Zhao and Suo [49]. The stability is examined by using the principle of minimum energy. Since, in this example, the deformation is homogeneous, this is the same as the so-called Hessian approach.
5.1.1 Stability Analysis by Using the Hessian Approach. Consider the electrostatic system shown in Fig. 16. Subject to in-plane dead loads $P_{1}$ and $P_{2}$ and in-thickness voltage $\Phi$, the film deforms from $L_{1} \times L_{2} \times L_{3}$ to $\lambda_{1} L_{1} \times \lambda_{2} L_{2} \times \lambda_{3} L_{3}$. The constraint of incompressibility gives the relation $\lambda_{3}=1 /\left(\lambda_{1} \lambda_{2}\right)$ between the stretches. The free energy $G$ of the system is given by $[49,113]$

$$
\begin{equation*}
\frac{G}{L_{1} L_{2} L_{3}}=W\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)-\frac{P_{1}}{L_{2} L_{3}} \lambda_{1}-\frac{P_{2}}{L_{1} L_{3}} \lambda_{2}-\frac{\Phi}{L_{3}} \tilde{D} \tag{301}
\end{equation*}
$$

where $W\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)$ is the free energy function. With the small variations of the generalized coordinates, $\delta \lambda_{1}, \delta \lambda_{2}, \delta \tilde{D}$, the variation of the free energy is

$$
\begin{aligned}
\frac{\Delta G}{L_{1} L_{2} L_{3}}= & \left(\frac{\partial W}{\partial \lambda_{1}}-\frac{P_{1}}{L_{2} L_{3}}\right) \delta \lambda_{1}+\left(\frac{\partial W}{\partial \lambda_{2}}-\frac{P_{2}}{L_{1} L_{3}}\right) \delta \lambda_{2} \\
& +\left(\frac{\partial W}{\partial \tilde{D}}-\frac{\Phi}{L_{3}}\right) \delta \tilde{D} \\
& +\frac{1}{2} \frac{\partial^{2} W}{\partial \lambda_{1}^{2}}\left(\delta \lambda_{1}\right)^{2}+\frac{1}{2} \frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\left(\delta \lambda_{2}\right)^{2}+\frac{1}{2} \frac{\partial^{2} W}{\partial \tilde{D}^{2}}(\delta \tilde{D})^{2} \\
& +\frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}} \delta \lambda_{1} \delta \lambda_{2}+\frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}} \delta \lambda_{1} \delta \tilde{D}+\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}} \delta \lambda_{2} \delta \tilde{D}
\end{aligned}
$$

(302)
where only the first and second variations are retained and all the high-order terms are omitted.

In equilibrium, the first variation is zero, we have

$$
\begin{equation*}
\frac{\partial W}{\partial \lambda_{1}}-\frac{P_{1}}{L_{2} L_{3}}=0, \quad \frac{\partial W}{\partial \lambda_{2}}-\frac{P_{2}}{L_{1} L_{3}}=0, \quad \frac{\partial W}{\partial \tilde{D}}-\frac{\Phi}{L_{3}}=0 \tag{303}
\end{equation*}
$$

In Eq. (302), the second variation is related through the realsymmetric Hessian matrix

$$
\mathbf{H}=\left(\begin{array}{ccc}
\frac{\partial^{2} W}{\partial \lambda_{1}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}}  \tag{304}\\
\frac{\partial^{2} W}{\partial \lambda_{2} \partial \lambda_{1}} & \frac{\partial^{2} W}{\partial \lambda_{2}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}} \\
\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{1}} & \frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \tilde{D}^{2}}
\end{array}\right)
$$

which must be positive definite if the equilibrium state is stable. A real-symmetric positive definite matrix requires that all the principal minors of the matrix are positive [116]. The $1 \times 1$ principal minors are the diagonal entries

$$
\begin{equation*}
\frac{\partial^{2} W}{\partial \lambda_{1}^{2}}, \quad \frac{\partial^{2} W}{\partial \lambda_{2}^{2}}, \quad \frac{\partial^{2} W}{\partial \tilde{D}^{2}} \tag{305}
\end{equation*}
$$

The $2 \times 2$ principal minors are

$$
\left|\begin{array}{cc}
\frac{\partial^{2} W}{\partial \lambda_{1}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}}  \tag{306}\\
\frac{\partial^{2} W}{\partial \lambda_{2} \partial \lambda_{1}} & \frac{\partial^{2} W}{\partial \lambda_{2}^{2}}
\end{array}\right|, \quad\left|\begin{array}{cc}
\frac{\partial^{2} W}{\partial \lambda_{1}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}} \\
\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{1}} & \frac{\partial^{2} W}{\partial \tilde{D}^{2}}
\end{array}\right|, \quad\left|\begin{array}{cc}
\frac{\partial^{2} W}{\partial \lambda_{2}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}} \\
\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \tilde{D}^{2}}
\end{array}\right|
$$

and the only $3 \times 3$ principal minor is

$$
\operatorname{det} \mathbf{H}=\left|\begin{array}{ccc}
\frac{\partial^{2} W}{\partial \lambda_{1}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}}  \tag{307}\\
\frac{\partial^{2} W}{\partial \lambda_{2} \partial \lambda_{1}} & \frac{\partial^{2} W}{\partial \lambda_{2}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}} \\
\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{1}} & \frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \tilde{D}^{2}}
\end{array}\right|
$$

For an ideal dielectric elastomer (198), the free energy function is given by

$$
\begin{equation*}
W\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)=\frac{\mu}{2}\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{1}^{-2} \lambda_{2}^{-2}-3\right)+\frac{\tilde{D}^{2}}{2 \varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-2} \tag{308}
\end{equation*}
$$

Substitution of Eq. (308) into the equilibrium Eqs. (303) and the Hessian matrix (304) yields the necessary equations for the stability analysis as can be found in the works [49,146].

For notational expediency, we summarize the stability analysis in vector form. The free energy in Eq. (301) and the variation in Eq. (302) can be written as
$G(\mathbf{x} ; \mathbf{L})$ and

$$
\begin{equation*}
G(\mathbf{x}+\delta \mathbf{x} ; \mathbf{L})=G(\mathbf{x} ; \mathbf{L})+\frac{\partial G}{\partial \mathbf{x}} \cdot \delta \mathbf{x}+\delta \mathbf{x} \cdot \frac{\partial^{2} G}{\partial \mathbf{x}^{2}}[\delta \mathbf{x}]+o\left(\delta \mathbf{x}^{2}\right) \tag{309}
\end{equation*}
$$

where the state is $\mathbf{x}=\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)^{T}$, the increments are $\delta \mathbf{x}=\left(\delta \lambda_{1}, \delta \lambda_{2}, \delta \tilde{D}\right)^{T}$, and the load parameters are $\mathbf{L}=\left(P_{1}, P_{2}, \Phi\right)^{T}$. The function $o\left(\delta \mathbf{x}^{2}\right)$ has the limiting behavior, i.e., the ratio $\frac{\left\|o\left(\delta \mathbf{x}^{2}\right)\right\|}{\left\|\delta \mathbf{x}^{2}\right\|}$ approaches zero as $\left\|\delta \mathbf{x}^{2}\right\| \rightarrow 0$.

The stability of the state $\mathbf{x}$ subjected to the load parameter $\mathbf{L}$ requires a local energy minimization, such that $G(\mathbf{x} ; \mathbf{L}) \leq$ $G(\mathbf{x}+\delta \mathbf{x} ; \mathbf{L})$ for sufficiently small $\|\delta \mathbf{x}\|$. Thus we have the equilibrium equations

$$
\begin{equation*}
\frac{\partial G(\mathbf{x} ; \mathbf{L})}{\partial \mathbf{x}} \cdot \delta \mathbf{x}=0 \quad \Rightarrow \quad g_{j}(\mathbf{x} ; \mathbf{L})=\frac{\partial G(\mathbf{x} ; \mathbf{L})}{\partial x_{j}}=0 \tag{310}
\end{equation*}
$$

which correspond to Eq. (303), and the stability conditions

$$
\begin{align*}
& \delta \mathbf{x} \cdot \frac{\partial^{2} G}{\partial \mathbf{x}^{2}}[\delta \mathbf{x}] \geq 0 \Rightarrow \\
& \left\{\begin{array}{l}
\text { a Hessian matrix } \mathbf{H}=\frac{\partial^{2} G}{\partial \mathbf{x}^{2}} \text { is (semi) positive definite } \\
\text { and the matrix elements are } H_{i j}=\frac{\partial^{2} G(\mathbf{x} ; \mathbf{L})}{\partial x_{i} \partial x_{j}}
\end{array}\right. \tag{311}
\end{align*}
$$

where $i, j, k=1,2,3$.
It follows from Eqs. (310), (308), and (301) that the equilibrium equations are

$$
\begin{gather*}
\mu\left(\lambda_{1}-\lambda_{1}^{-3} \lambda_{2}^{-2}\right)-\frac{\tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-2}-\frac{P_{1}}{L_{2} L_{3}}=0  \tag{312a}\\
\mu\left(\lambda_{2}-\lambda_{1}^{-2} \lambda_{2}^{-3}\right)-\frac{\tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3}-\frac{P_{2}}{L_{1} L_{3}}=0  \tag{312b}\\
\frac{\tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-2}-\frac{\Phi}{L_{3}}=0 \tag{312c}
\end{gather*}
$$

It follows from Eqs. (311), (308), and (301) that the Hessian matrix is:

$$
\mathbf{H}=\left(\begin{array}{ccc}
\mu\left(1+3 \lambda_{1}^{-4} \lambda_{2}^{-2}\right)+\frac{3 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-4} \lambda_{2}^{-2} & 2 \mu \lambda_{1}^{-3} \lambda_{2}^{-3}+\frac{2 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-3} & -\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-2}  \tag{313}\\
2 \mu \lambda_{1}^{-3} \lambda_{2}^{-3}+\frac{2 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-3} & \mu\left(1+3 \lambda_{1}^{-2} \lambda_{2}^{-4}\right)+\frac{3 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-4} & -\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3} \\
-\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-2} & -\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3} & \frac{1}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-2}
\end{array}\right)
$$

As stated in Eq. (311), the Hessian matrix (313) is positive definite when the electrostatic system shown in Fig. 16 at equilibrium (312) is stable.
5.1.2 Bifurcation Analysis. We now discuss the bifurcation problem pertaining to the electromechanical system shown in Fig. 16. Based on the equilibrium Eqs. (303), we will formulate the incremental equilibrium equations and then find the incremental solutions. ${ }^{12}$ The construction of the incremental equilibrium equations be found in the following books [77,78].

Let us describe the idea of linear bifurcation analysis generally at first and then we discuss the bifurcation of the system shown in Fig. 16 in detail. Consider the equilibrium Eq. (310). A small perturbation of the equilibrium state $\mathbf{x}=\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)^{T}$ is given by

[^10]$\delta \mathbf{x}=\left(\delta \lambda_{1}, \delta \lambda_{2}, \delta \tilde{D}\right)^{T}$ at the load parameters $\mathbf{L}=\left(P_{1}, P_{2}, \Phi\right)^{T}$. The new state is $\mathbf{x}+\delta \mathbf{x}=\left(\lambda_{1}+\delta \lambda_{1}, \lambda_{2}+\delta \lambda_{2}, \tilde{D}+\delta \tilde{D}\right)^{T}$ with sufficiently small $\|\delta \mathbf{x}\|$. Then the expansion of the function $g_{j}$ in Eq. (310) for the new state is
\[

$$
\begin{equation*}
g_{j}(\mathbf{x}+\delta \mathbf{x} ; \mathbf{L})=g_{j}(\mathbf{x} ; \mathbf{L})+\left.\frac{\partial g_{j}}{\partial \mathbf{x}}\right|_{(\mathbf{x} ; \mathbf{L})} \cdot \delta \mathbf{x}+o(\delta \mathbf{x}) \tag{314}
\end{equation*}
$$

\]

By the implicit function theorem in Sec. 2.4.1, a necessary condition for $(\mathbf{x} ; \mathbf{L})$ to be a bifurcation point is that the Fréchet derivative

$$
\begin{equation*}
\left.\frac{\partial g_{j}}{\partial \mathbf{x}}\right|_{(\mathbf{x} ; \mathbf{L})} \tag{315}
\end{equation*}
$$

be not invertible. Otherwise, there exists a function $\mathbf{h}$, such that $g_{j}(\mathbf{h}(\mathbf{L}) ; \mathbf{L})=0$.

In contrast to the implicit form, we consider the explicit forms of the bifurcation analysis of the system shown in Fig. 16. Consider the equilibrium Eqs. (303). The infinitesimal increments of the variables $\lambda_{1}, \lambda_{2}$, and $\tilde{D}$ are $\delta \lambda_{1}, \delta \lambda_{2}$, and $\delta \tilde{D}$, respectively. With the Taylor series expansion at the equilibrium solutions $\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)$, we have

$$
\begin{align*}
& \frac{\partial W}{\partial \lambda_{1}}=\left.\frac{\partial W}{\partial \lambda_{1}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \lambda_{1}^{2}}\right|_{e} \delta \lambda_{1}+\left.\frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}}\right|_{e} \delta \tilde{D}+o\left(\delta \lambda_{1}, \delta \lambda_{2}, \delta \tilde{D}\right)  \tag{316a}\\
& \frac{\partial W}{\partial \lambda_{2}}=\left.\frac{\partial W}{\partial \lambda_{2}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \lambda_{1}}\right|_{e} \delta \lambda_{1}+\left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e} \delta \tilde{D}+o\left(\delta \lambda_{1}, \delta \lambda_{2}, \delta \tilde{D}\right)  \tag{316b}\\
& \frac{\partial W}{\partial \tilde{D}}=\left.\frac{\partial W}{\partial \tilde{D}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{1}}\right|_{e} \delta \lambda_{1}+\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e} \delta \tilde{D}+o\left(\delta \lambda_{1}, \delta \lambda_{2}, \delta \tilde{D}\right) \tag{316c}
\end{align*}
$$

Substituting Eq. (308) into the equilibrium Eq. (303) and ignoring the higher order terms, we have

$$
\begin{align*}
& \left.\frac{\partial W}{\partial \lambda_{1}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \lambda_{1}^{2}}\right|_{e} \delta \lambda_{1}+\left.\frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}}\right|_{e} \delta \tilde{D}-\frac{P_{1}}{L_{2} L_{3}}=0  \tag{317a}\\
& \left.\frac{\partial W}{\partial \lambda_{2}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \lambda_{1}}\right|_{e} \delta \lambda_{1}+\left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e} \delta \tilde{D}-\frac{P_{2}}{L_{1} L_{3}}=0  \tag{317b}\\
& \left.\frac{\partial W}{\partial \tilde{D}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{1}}\right|_{e} \delta \lambda_{1}+\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e} \delta \tilde{D}-\frac{\Phi}{L_{3}}=0 \tag{317c}
\end{align*}
$$

Since the equilibrium solutions of $\lambda_{1}, \lambda_{2}$, and $\tilde{D}$ satisfy the equilibrium Eq. (303), that is

$$
\begin{equation*}
\left.\frac{\partial W}{\partial \lambda_{1}}\right|_{e}-\frac{P_{1}}{L_{2} L_{3}}=0,\left.\quad \frac{\partial W}{\partial \lambda_{2}}\right|_{e}-\frac{P_{2}}{L_{1} L_{3}}=0,\left.\quad \frac{\partial W}{\partial \tilde{D}}\right|_{e}-\frac{\Phi}{L_{3}}=0 \tag{318}
\end{equation*}
$$

then Eq. (317) reduces to a set of simultaneous linear equations that can be expressed as a single matrix equation, or, written out in full, as

$$
\left(\begin{array}{ccc}
\left.\frac{\partial^{2} W}{\partial \lambda_{1}^{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \lambda_{1} \partial \lambda_{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \lambda_{1} \partial \tilde{D}}\right|_{e}  \tag{319}\\
\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \lambda_{1}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e} \\
\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{1}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e}
\end{array}\right)\left(\begin{array}{c}
\delta \lambda_{1} \\
\delta \lambda_{2} \\
\delta \tilde{D}
\end{array}\right)=\mathbf{0}
$$

If the determinant of the $3 \times 3$ matrix in Eq. (319) is nonzero, the simultaneous linear equations only have the trivial solution $\delta \lambda_{1}=\delta \lambda_{2}=\delta \tilde{D}=0$. If the determinant is zero, there exists an infinite number of solutions of $\delta \lambda_{1}, \delta \lambda_{2}$, and $\delta \tilde{D}$. Thus, the necessary condition for the existence of incremental solutions is a zero determinant of the $3 \times 3$ matrix in Eq. (319). Consider the free energy function (308) of an ideal dielectric elastomer. By Eq. (319), the bifurcation condition of the electrostatic system shown in Fig. 16 at equilibrium (318) is given by

$$
\begin{gather*}
\mu\left(1+3 \lambda_{1}^{-4} \lambda_{2}^{-2}\right)+\frac{3 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-4} \lambda_{2}^{-2} \\
2 \mu \lambda_{1}^{-3} \lambda_{2}^{-3}+\frac{2 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-3}  \tag{320}\\
2 \mu \lambda_{1}^{-3} \lambda_{2}^{-3}+\frac{2 \tilde{D}^{2}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-3} \\
-\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-2} \\
-\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-3} \lambda_{2}^{-2}
\end{gather*}
$$

5.2 Avoiding the Pull-In Instability of a Dielectric Elastomer Film. Inspired by the work by Zhao and Suo [49], Yang et al. [51] concocted a set of simple, experimentally implementable, conditions that render the dielectric elastomer film impervious to pull-in instability for all practical loading conditions. Here we take the example in the work [51] to discuss electromechanical instability and bifurcation.
5.2.1 Stability Analysis by Using the Energy Method. The free energy $G$ of the system shown in Fig. 19 is [51]

$$
\begin{equation*}
\frac{G}{L_{1} L_{2} L_{3}}=W\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)-\frac{P_{2}}{L_{1} L_{3}} \lambda_{2}-\frac{\Phi}{L_{3}} \tilde{D} \tag{321}
\end{equation*}
$$

where $W\left(\lambda_{1}, \lambda_{2}, \tilde{D}\right)$ is the free energy function. In contrast to three variables in Eq. (301), there are only two variables $\lambda_{2}$ and $\tilde{D}$ in Eq. (321). Here the reduction of variables from three to two is due to the displacement-controlled boundary condition introduced.

With the small variations $\delta \lambda_{2}$ and $\delta \tilde{D}$, the variation of the free energy (321) is

$$
\begin{align*}
\frac{\Delta G}{L_{1} L_{2} L_{3}}= & \left(\frac{\partial W}{\partial \lambda_{2}}-\frac{P_{2}}{L_{1} L_{3}}\right) \delta \lambda_{2}+\left(\frac{\partial W}{\partial \tilde{D}}-\frac{\Phi}{L_{3}}\right) \delta \tilde{D}+\frac{1}{2} \frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\left(\delta \lambda_{2}\right)^{2} \\
& +\frac{1}{2} \frac{\partial^{2} W}{\partial \tilde{D}^{2}}(\delta \tilde{D})^{2}+\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}} \delta \lambda_{2} \delta \tilde{D} \tag{322}
\end{align*}
$$

In equilibrium, the first variation of the free energy is zero, we have

$$
\begin{equation*}
\frac{\partial W}{\partial \lambda_{2}}-\frac{P_{2}}{L_{1} L_{3}}=0 \quad \text { and } \quad \frac{\partial W}{\partial \tilde{D}}-\frac{\Phi}{L_{3}}=0 \tag{323}
\end{equation*}
$$

From the principle of minimum energy, the stability analysis is related to the Hessian matrix

$$
\mathbf{H}=\left(\begin{array}{cc}
\frac{\partial^{2} W}{\partial \lambda_{2}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}  \tag{324}\\
\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \tilde{D}^{2}}
\end{array}\right)
$$

A stable equilibrium state requires that the Hessian matrix (324) must be positive definite, that is, all the principal minors of $\mathbf{H}$ are positive in equilibrium. The $1 \times 1$ principal minors are

$$
\begin{equation*}
\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}, \quad \frac{\partial^{2} W}{\partial \tilde{D}^{2}} \tag{325}
\end{equation*}
$$

and the only $2 \times 2$ principal minor is

$$
\operatorname{det} \mathbf{H}=\left|\begin{array}{cc}
\frac{\partial^{2} W}{\partial \lambda_{2}^{2}} & \frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}  \tag{326}\\
\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}} & \frac{\partial^{2} W}{\partial \tilde{D}^{2}}
\end{array}\right|
$$



Fig. 19 Schematic of a deformed film of a dielectric elastomer. The film can be extended/compressed between two welllubricated (with rollers), rigid plates by means of a controlled displacement (or the stretch $\lambda_{1}$ ) in the $X_{1}$ direction. A dead load $P_{2}$ is applied in the $X_{2}$ direction and a voltage $\Phi$ is applied in the thickness direction of the film that is coated with two compliant electrodes. The controlled stretch $\lambda_{1}$, the dead load $P_{2}$ and the voltage $\Phi$ deform the film from $L_{1}, L_{2}$, and $L_{3}$ to $\lambda_{1} L_{1}, \lambda_{2} L_{2}$, and $\lambda_{3} L_{3}$, as well as induce an electric charge of magnitude $Q$ on either electrode [51].

Again, if all the principal minors in Eqs. (325) and (326) are positive, the equilibrium state (323) is stable. Consider the free energy function (308). The equilibrium Eq. (323) are

$$
\begin{equation*}
\mu\left[\lambda_{2}-\left(1+\frac{\tilde{D}^{2}}{\varepsilon \mu}\right) \lambda_{1}^{-2} \lambda_{2}^{-3}\right]=\frac{P_{2}}{L_{1} L_{3}} \quad \text { and } \quad \frac{\tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-2}=\frac{\Phi}{L_{3}} \tag{327}
\end{equation*}
$$

The Hessian matrix (324) is

$$
\mathbf{H}=\left(\begin{array}{cc}
\mu\left[1+3\left(1+\frac{\tilde{D}^{2}}{\varepsilon \mu}\right) \lambda_{1}^{-2} \lambda_{2}^{-4}\right] & -\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3}  \tag{328}\\
-\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3} & \frac{1}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-2}
\end{array}\right)
$$

The $1 \times 1$ principle minors in Eq. (328) are the diagonal entries and they are always positive no matter the state is in equilibrium or not. The determinant of the Hessian in Eq. (328) is

$$
\begin{equation*}
\operatorname{det} \mathbf{H}=\frac{\mu}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3}\left[4 \lambda_{1}^{-2} \lambda_{2}^{-3}+\lambda_{2}-\left(1+\frac{\tilde{D}^{2}}{\varepsilon \mu}\right) \lambda_{1}^{-2} \lambda_{2}^{-3}\right] \tag{329}
\end{equation*}
$$

By Eq. (327) ${ }_{1}$, we have

$$
\begin{equation*}
\lambda_{2}-\left(1+\frac{\tilde{D}^{2}}{\varepsilon \mu}\right) \lambda_{1}^{-2} \lambda_{2}^{-3}=\frac{1}{\mu} \frac{P_{2}}{L_{1} L_{3}} \tag{330}
\end{equation*}
$$

Then we find that the determinant at the equilibrium state is always positive

$$
\begin{equation*}
\operatorname{det} \mathbf{H}=\frac{\mu}{\varepsilon} \lambda_{1}^{-4} \lambda_{2}^{-6}\left(4+\frac{1}{\mu} \frac{P_{2}}{L_{1} L_{3}} \lambda_{1}^{2} \lambda_{2}^{3}\right)>0 \tag{331}
\end{equation*}
$$

due to the positive stretches $\lambda_{1}$ and $\lambda_{2}$ and the positive applied dead load $P_{2}$. Thus, a positive definite Hessian matrix in this example indicates that the equilibrium state is stable.
5.2.2 Bifurcation Analysis. The bifurcation analysis here is similar to that of the example in Sec. 5.1.2. Consider the equilibrium Eqs. (323). The infinitesimal increments of the variables $\lambda_{2}$ and $\tilde{D}$ are $\delta \lambda_{2}$ and $\delta \tilde{D}$, respectively. The Taylor series expansion gives

$$
\begin{align*}
& \frac{\partial W}{\partial \lambda_{2}}=\left.\frac{\partial W}{\partial \lambda_{2}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e} \delta \tilde{D}+o\left(\delta \lambda_{2}, \delta \tilde{D}\right)  \tag{332a}\\
& \frac{\partial W}{\partial \tilde{D}}=\left.\frac{\partial W}{\partial \tilde{D}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e} \delta \tilde{D}+o\left(\delta \lambda_{2}, \delta \tilde{D}\right) \tag{332b}
\end{align*}
$$

Substituting Eq. (332) into the equilibrium Eq. (323) and ignoring the higher order terms, we have

$$
\begin{align*}
& \left.\frac{\partial W}{\partial \lambda_{2}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e} \delta \tilde{D}-\frac{P_{2}}{L_{1} L_{3}}=0  \tag{333a}\\
& \left.\frac{\partial W}{\partial \tilde{D}}\right|_{e}+\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} \delta \lambda_{2}+\left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e} \delta \tilde{D}-\frac{\Phi}{L_{3}}=0 \tag{333b}
\end{align*}
$$

Together with the equilibrium equations

$$
\begin{equation*}
\left.\frac{\partial W}{\partial \lambda_{2}}\right|_{e}-\frac{P_{2}}{L_{1} L_{3}}=0 \quad \text { and }\left.\quad \frac{\partial W}{\partial \tilde{D}}\right|_{e}-\frac{\Phi}{L_{3}}=0 \tag{334}
\end{equation*}
$$

we encounter a set of simultaneous linear equations that is expressed as a single matrix equation

$$
\left(\begin{array}{cc}
\left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e}  \tag{335}\\
\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e}
\end{array}\right)\binom{\delta \lambda_{2}}{\delta \tilde{D}}=\mathbf{0}
$$

If the determinant of the $2 \times 2$ matrix in Eq. (335) is nonzero, namely,

$$
\left|\begin{array}{cc}
\left.\frac{\partial^{2} W}{\partial \lambda_{2}^{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \lambda_{2} \partial \tilde{D}}\right|_{e}  \tag{336}\\
\left.\frac{\partial^{2} W}{\partial \tilde{D} \partial \lambda_{2}}\right|_{e} & \left.\frac{\partial^{2} W}{\partial \tilde{D}^{2}}\right|_{e}
\end{array}\right| \neq 0
$$

the simultaneous linear equations only have the trivial solution $\delta \lambda_{2}=\delta \tilde{D}=0$. This means that there is no bifurcation from the primary equilibrium state (solutions of Eq. (334)). Consider the example of an ideal dielectric elastomer in Eqs. (327) and (328). The determinant of the Hessian matrix at equilibrium is

$$
\begin{array}{|c}
\mu\left[\left.\begin{array}{cc}
\left.\mu+3\left(1+\frac{\tilde{D}^{2}}{\varepsilon \mu}\right) \lambda_{1}^{-2} \lambda_{2}^{-4}\right] & -\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3} \\
-\frac{2 \tilde{D}}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-3} & \frac{1}{\varepsilon} \lambda_{1}^{-2} \lambda_{2}^{-2}
\end{array} \right\rvert\,\right. \\
\quad=\frac{\mu}{\varepsilon} \lambda_{1}^{-4} \lambda_{2}^{-6}\left(4+\frac{1}{\mu} \frac{P_{2}}{L_{1} L_{3}} \lambda_{1}^{2} \lambda_{2}^{3}\right) \neq 0
\end{array}
$$

thus there is no bifurcation.

## 6 Stability of the Homogeneous Deformation of Soft Dielectrics: An Alternative Energy Formulation

In this section, we revisit electromechanical instability manifested in the homogeneous deformation of soft dielectrics as presented in the work [49]. Here, we will use the energy formulation of nonlinear electro-elasticity in terms of the deformation and the polarization $[81,82]$. The procedure of the stability analysis can also be found in a recent paper by Alameh et al. [149] about the magneto-electromechanical instability.
6.1 A Dielectric Film. Consider the homogeneous deformation of a thin film of soft dielectrics subject to two pairs of equal in-plane forces (dead loads) and an electric voltage in the thickness direction. The dielectric film deforms from the original dimension $L_{X} \times L_{Y} \times L_{Z}$ to $\lambda_{X} L_{X} \times \lambda_{Y} L_{Y} \times \lambda_{Z} L_{Z}$ (see Fig. 20), such that

$$
\begin{equation*}
x=\lambda_{X} X, \quad y=\lambda_{Y} Y, \quad z=\lambda_{Z} Z \tag{338}
\end{equation*}
$$

and the deformation gradient is

$$
\begin{equation*}
\mathbf{F}:=\operatorname{diag}\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}\right) \tag{339}
\end{equation*}
$$

where $\lambda_{X}, \lambda_{Y}$, and $\lambda_{Z}$ are constant stretches. Then, the Jacobian is

$$
\begin{equation*}
J=\operatorname{det} \mathbf{F}=\lambda_{X} \lambda_{Y} \lambda_{Z} \tag{340}
\end{equation*}
$$

and the inverses of $\mathbf{F}$ and $\mathbf{F}^{T}$ are

$$
\begin{equation*}
\mathbf{F}^{-1}=\mathbf{F}^{-T}:=\operatorname{diag}\left(\lambda_{X}^{-1}, \lambda_{Y}^{-1}, \lambda_{Z}^{-1}\right) \tag{341}
\end{equation*}
$$

In the homogeneous deformation (338), the nominal polarization $\tilde{\mathbf{P}}$ and the nominal electric field $\tilde{\mathbf{E}}$ in Eq. (153) are uniform and only in the Z-direction, such that

$$
\begin{equation*}
\tilde{\mathbf{P}}=-\tilde{P} \mathbf{e}_{Z}, \quad \tilde{\mathbf{E}}=-\nabla \xi=-\frac{\partial \xi}{\partial Z} \mathbf{e}_{Z}=-\frac{\Phi}{L_{Z}} \mathbf{e}_{Z}=-\tilde{E}_{0} \mathbf{e}_{Z} \tag{342}
\end{equation*}
$$

With Eqs. (341) and (342), the true electric field in Eq. (153) is

$$
\begin{equation*}
\mathbf{E}=-\mathbf{F}^{-T} \nabla \xi=-\lambda_{Z}^{-1} \tilde{E}_{0} \mathbf{e}_{Z} \tag{343}
\end{equation*}
$$

and then the nominal electric displacement in Eq. (158) reads

$$
\begin{equation*}
\tilde{\mathbf{D}}=\mathbf{F}^{-1}\left(\varepsilon_{0} J \mathbf{E}+\tilde{\mathbf{P}}\right)=-\lambda_{Z}^{-1}\left(\varepsilon_{0} \lambda_{X} \lambda_{Y} \tilde{E}_{0}+\tilde{P}\right) \mathbf{e}_{Z} \tag{344}
\end{equation*}
$$

The total free energy of the system shown in Fig. 20 is [82,126]

$$
\begin{align*}
& \mathcal{F}\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right) \\
& =L_{X} L_{Y} L_{Z} \Psi\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)-\left(F_{X} \lambda_{X} L_{X}+F_{Y} \lambda_{Y} L_{Y}\right) \\
& \quad+L_{X} L_{Y} L_{Z} \frac{\varepsilon_{0}}{2} \lambda_{Z}^{-1} \lambda_{X} \lambda_{Y} \tilde{E}_{0}^{2}-L_{X} L_{Y} \Phi \lambda_{Z}^{-1}\left(\varepsilon_{0} \lambda_{X} \lambda_{Y} \tilde{E}_{0}+\tilde{P}\right) \tag{345}
\end{align*}
$$

Divided by the volume $L_{X} L_{Y} L_{Z}$, the free energy density reads

$$
\begin{align*}
f\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)= & \Psi\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)-S_{X} \lambda_{X}-S_{Y} \lambda_{Y} \\
& -\frac{\varepsilon_{0}}{2} \lambda_{Z}^{-1} \lambda_{X} \lambda_{Y} \tilde{E}_{0}^{2}-\lambda_{Z}^{-1} \tilde{E}_{0} \tilde{P} \tag{346}
\end{align*}
$$

where $S_{X}=F_{X} /\left(L_{Y} L_{Z}\right)$ and $S_{Y}=F_{Y} /\left(L_{Z} L_{X}\right)$. The internal energy function $\Psi$ in Eq. (346) consists of two parts


Fig. 20 Schematic of the deformation of a soft dielectric film subjected to an electric voltage $\Phi$ and two pairs of dead loads $F_{X}$ and $F_{Y}$. The dielectric film is coated with two compliant electrodes on the upper and bottom surfaces. (a) Undeformed with dimension $L_{X} \times L_{Y} \times L_{Z}$. (b) Deformed with dimension $\lambda_{X} L_{X} \times \lambda_{Y} L_{Y} \times \lambda_{Z} L_{Z}$.

$$
\begin{equation*}
\Psi\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)=W^{e}\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}\right)+\frac{\tilde{P}^{2}}{2 J\left(\varepsilon-\varepsilon_{0}\right)} \tag{347}
\end{equation*}
$$

The first term $W^{e}$ on the RHS of Eq. (347) represents the elastic strain-energy function, whilst the second term reflects the usual linear dielectric behavior, i.e., the permittivity $\varepsilon$ of the dielectric elastomer is independent of the deformation. In this section, we discuss the strain-energy functions for both compressible and incompressible materials.
6.1.1 Compressible Soft Dielectrics. The zero first variation of Eq. (346) gives the equilibrium equations

$$
\begin{equation*}
\frac{\partial f}{\partial \lambda_{X}}=0, \quad \frac{\partial f}{\partial \lambda_{Y}}=0, \quad \frac{\partial f}{\partial \lambda_{Z}}=0, \quad \frac{\partial f}{\partial \tilde{P}}=0 \tag{348}
\end{equation*}
$$

The Hessian matrix of Eq. (346) is

$$
\mathbf{H}=\left(\begin{array}{cccc}
\frac{\partial^{2} f}{\partial \lambda_{X}^{2}} & \frac{\partial^{2} f}{\partial \lambda_{X} \partial \lambda_{Y}} & \frac{\partial^{2} f}{\partial \lambda_{X} \partial \lambda_{Z}} & \frac{\partial^{2} f}{\partial \lambda_{X} \partial \tilde{P}}  \tag{349}\\
\frac{\partial^{2} f}{\partial \lambda_{Y} \partial \lambda_{X}} & \frac{\partial^{2} f}{\partial \lambda_{Y}^{2}} & \frac{\partial^{2} f}{\partial \lambda_{Y} \partial \lambda_{Z}} & \frac{\partial^{2} f}{\partial \lambda_{Y} \partial \tilde{P}} \\
\frac{\partial^{2} f}{\partial \lambda_{Z} \partial \lambda_{X}} & \frac{\partial^{2} f}{\partial \lambda_{Z} \partial \lambda_{Y}} & \frac{\partial^{2} f}{\partial \lambda_{Z}^{2}} & \frac{\partial^{2} f}{\partial \lambda_{Z} \partial \tilde{P}} \\
\frac{\partial^{2} f}{\partial \tilde{P} \partial \lambda_{X}} & \frac{\partial^{2} f}{\partial \tilde{P} \partial \lambda_{Y}} & \frac{\partial^{2} f}{\partial \tilde{P} \partial \lambda_{Z}} & \frac{\partial^{2} f}{\partial \tilde{P}^{2}}
\end{array}\right)
$$

For isotropic compressible materials, the strain-energy function, for example, can be written as $[82,126,151]$

$$
\begin{equation*}
W^{e}\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}\right)=\frac{\mu}{2}\left[J^{-2 / 3}\left(\lambda_{X}^{2}+\lambda_{Y}^{2}+\lambda_{Z}^{2}\right)-3\right]+\frac{\kappa}{2}(J-1)^{2} \tag{350}
\end{equation*}
$$

where $\mu$ and $\kappa$ are the shear and bulk moduli, , respectively.
Substituting the free energy density (346), with Eqs. (347) and (350), into Eq. (348), we can obtain four algebraic equations of four variables $\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}$. Solutions of these four algebraic equations give the equilibrium states $\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)$ of the dielectric film shown in Fig. 20. Then the stability of the equilibrium states can be verified by evaluating the positive definiteness of the Hessian matrix (349) at equilibrium.
6.1.2 Incompressible Soft Dielectrics. In contrast to compressible materials, the constraint of incompressibility requires that

$$
\begin{equation*}
J=\operatorname{det} \mathbf{F}=\lambda_{X} \lambda_{Y} \lambda_{Z}=1 \tag{351}
\end{equation*}
$$

## (i) Lagrange multiplier method

The Lagrange multiplier approach is often used to address the extremum problem subjected to a constraint, for example, the constraint of incompressibility [77,100,104]. Consider a Lagrange multiplier $\mathcal{L}_{a}$. The internal energy function $\Psi$ in Eq. (347) is modified as

$$
\begin{equation*}
\bar{\Psi}\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}, \mathcal{L}_{a}\right)=\Psi\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)-\mathcal{L}_{a}\left(\lambda_{X} \lambda_{Y} \lambda_{Z}-1\right) \tag{352}
\end{equation*}
$$

and the free energy density $f\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)$ in Eq. (346) becomes

$$
\begin{equation*}
\bar{f}\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}, \mathcal{L}_{a}\right)=f\left(\lambda_{X}, \lambda_{Y}, \lambda_{Z}, \tilde{P}\right)-\mathcal{L}_{a}\left(\lambda_{X} \lambda_{Y} \lambda_{Z}-1\right) \tag{353}
\end{equation*}
$$

Then, the governing equations are

$$
\begin{equation*}
\frac{\partial \bar{f}}{\partial \lambda_{X}}=0, \quad \frac{\partial \bar{f}}{\partial \lambda_{Y}}=0, \quad \frac{\partial \bar{f}}{\partial \lambda_{Z}}=0, \quad \frac{\partial \bar{f}}{\partial \tilde{P}}=0, \quad \frac{\partial \bar{f}}{\partial \mathcal{L}_{a}}=0 \tag{354}
\end{equation*}
$$

## (ii) Reduced energy function method

The constraint of incompressibility (351) gives the following relation between the stretches

$$
\begin{equation*}
\lambda_{Z}=\frac{1}{\lambda_{X} \lambda_{Y}} \tag{355}
\end{equation*}
$$

Then, the internal energy function (347) can be defined by a reduced form

$$
\begin{equation*}
\hat{\Psi}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)=\Psi\left(\lambda_{X}, \lambda_{Y}, \frac{1}{\lambda_{X} \lambda_{Y}}, \tilde{P}\right) \tag{356}
\end{equation*}
$$

and the free energy density (346) becomes

$$
\begin{align*}
\hat{f}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)= & \hat{\Psi}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)-S_{X} \lambda_{X}-S_{Y} \lambda_{Y}-\frac{\varepsilon_{0}}{2} \lambda_{X}^{2} \lambda_{Y}^{2} \tilde{E}_{0}^{2} \\
& -\lambda_{X} \lambda_{Y} \tilde{E}_{0} \tilde{P} \tag{357}
\end{align*}
$$

The zero first variation of Eq. (357) gives the equilibrium equations

$$
\begin{align*}
& \frac{\partial \hat{f}}{\partial \lambda_{X}}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)=0, \quad \frac{\partial \hat{f}}{\partial \lambda_{Y}}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)=0,  \tag{358}\\
& \frac{\partial \hat{f}}{\partial \tilde{P}}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)=0
\end{align*}
$$

The related Hessian matrix of Eq. (357) is

$$
\hat{\mathbf{H}}=\left(\begin{array}{ccc}
\frac{\partial^{2} \hat{f}}{\partial \lambda_{X}^{2}} & \frac{\partial^{2} \hat{f}}{\partial \lambda_{X} \partial \lambda_{Y}} & \frac{\partial^{2} \hat{f}}{\partial \lambda_{x} \partial \tilde{P}}  \tag{359}\\
\frac{\partial^{2} \hat{f}}{\partial \lambda_{Y} \partial \lambda_{X}} & \frac{\partial^{2} \hat{f}}{\partial \lambda_{Y}^{2}} & \frac{\partial^{2} \hat{f}}{\partial \lambda_{X} \partial \tilde{P}} \\
\frac{\partial^{2} \hat{f}}{\partial \tilde{P} \partial \lambda_{X}} & \frac{\partial^{2} \hat{f}}{\partial \tilde{f} \partial \lambda_{Y}} & \frac{\partial^{2} \hat{f}}{\partial \tilde{P}^{2}}
\end{array}\right)
$$

6.1.3 Example: A Film of Incompressible Neo-Hookean Dielectrics. We take the incompressible neo-Hookean dielectrics as an example to illustrate the above analysis. Thus the internal energy function (347), by the relation $\lambda_{Z}=1 /\left(\lambda_{X} \lambda_{Y}\right)$ and the reduced energy function (356), may be rewritten as

$$
\begin{equation*}
\hat{\Psi}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)=\frac{\mu}{2}\left(\lambda_{X}^{2}+\lambda_{Y}^{2}+\frac{1}{\lambda_{X}^{2} \lambda_{Y}^{2}}-3\right)+\frac{\tilde{P}^{2}}{2\left(\varepsilon-\varepsilon_{0}\right)} \tag{360}
\end{equation*}
$$

Then the reduced free energy density (357) becomes

$$
\begin{align*}
\hat{f}\left(\lambda_{X}, \lambda_{Y}, \tilde{P}\right)= & \frac{\mu}{2}\left(\lambda_{X}^{2}+\lambda_{Y}^{2}+\frac{1}{\lambda_{X}^{2} \lambda_{Y}^{2}}-3\right)+\frac{\tilde{P}^{2}}{2\left(\varepsilon-\varepsilon_{0}\right)}-S_{X} \lambda_{X} \\
& -S_{Y} \lambda_{Y}-\frac{\varepsilon_{0}}{2} \lambda_{X}^{2} \lambda_{Y}^{2} \tilde{E}_{0}^{2}-\lambda_{X} \lambda_{Y} \tilde{E}_{0} \tilde{P} \tag{361}
\end{align*}
$$

By Eq. (361), the governing Eq. (358) are

$$
\begin{equation*}
\mu\left(\lambda_{X}-\frac{1}{\lambda_{X}^{3} \lambda_{Y}^{2}}\right)-S_{X}-\varepsilon_{0} \lambda_{X} \lambda_{Y}^{2} \tilde{E}_{0}^{2}-\lambda_{Y} \tilde{E}_{0} \tilde{P}=0 \tag{362a}
\end{equation*}
$$

$$
\begin{gather*}
\mu\left(\lambda_{Y}-\frac{1}{\lambda_{X}^{2} \lambda_{Y}^{3}}\right)-S_{Y}-\varepsilon_{0} \lambda_{X}^{2} \lambda_{Y} \tilde{E}_{0}^{2}-\lambda_{X} \tilde{E}_{0} \tilde{P}=0  \tag{362b}\\
\frac{\tilde{P}}{\varepsilon-\varepsilon_{0}}-\lambda_{X} \lambda_{Y} \tilde{E}_{0}=0 \tag{362c}
\end{gather*}
$$

and the Hessian matrix (359) reads

$$
\hat{\mathbf{H}}=\left(\begin{array}{ccc}
\mu\left(1+\frac{3}{\lambda_{X}^{4} \lambda_{Y}^{2}}\right)-\varepsilon_{0} \lambda_{Y}^{2} \tilde{E}_{0}^{2} & \mu \frac{2}{\lambda_{X}^{3} \lambda_{Y}^{3}}-2 \varepsilon_{0} \lambda_{X} \lambda_{Y} \tilde{E}_{0}^{2}-\tilde{E}_{0} \tilde{P} & -\lambda_{Y} \tilde{E}_{0}  \tag{363}\\
& \mu\left(1+\frac{3}{\lambda_{X}^{2} \lambda_{Y}^{4}}\right)-\varepsilon_{0} \lambda_{X}^{2} \tilde{E}_{0}^{2} & -\lambda_{X} \tilde{E}_{0} \\
\text { sym } & & \frac{1}{\varepsilon-\varepsilon_{0}}
\end{array}\right)
$$

In the following, we will discuss the solutions of Eqs. (362a)-(362c), and then study the stability of the dielectric film by checking the positive definiteness of the Hessian matrix (363) at equilibrium.

The equilibrium equation (362c) directly gives the relation

$$
\begin{equation*}
\tilde{P}=\left(\varepsilon-\varepsilon_{0}\right) \lambda_{X} \lambda_{Y} \tilde{E}_{0} \tag{364a}
\end{equation*}
$$

By Eq. (364a), Eqs. (362a) and (362b) become

$$
\begin{align*}
& \mu\left(\lambda_{X}-\frac{1}{\lambda_{X}^{3} \lambda_{Y}^{2}}\right)-S_{X}-\varepsilon \lambda_{X} \lambda_{Y}^{2} \tilde{E}_{0}^{2}=0  \tag{364b}\\
& \mu\left(\lambda_{Y}-\frac{1}{\lambda_{X}^{2} \lambda_{Y}^{3}}\right)-S_{Y}-\varepsilon \lambda_{X}^{2} \lambda_{Y} \tilde{E}_{0}^{2}=0 \tag{364c}
\end{align*}
$$

and the Hessian matrix (363) is recast as

$$
\hat{\mathbf{H}}=\left(\begin{array}{ccc}
\mu\left(1+\frac{3}{\lambda_{X}^{4} \lambda_{Y}^{2}}\right)-\varepsilon_{0} \lambda_{Y}^{2} \tilde{E}_{0}^{2} & \mu \frac{2}{\lambda_{X}^{3} \lambda_{Y}^{3}}-\left(\varepsilon_{0}+\varepsilon\right) \lambda_{X} \lambda_{Y} \tilde{E}_{0}^{2} & -\lambda_{Y} \tilde{E}_{0}  \tag{365}\\
& \mu\left(1+\frac{3}{\lambda_{X}^{2} \lambda_{Y}^{4}}\right)-\varepsilon_{0} \lambda_{X}^{2} \tilde{E}_{0}^{2} & -\lambda_{X} \tilde{E}_{0} \\
\operatorname{sym} & & \frac{1}{\varepsilon-\varepsilon_{0}}
\end{array}\right)
$$

Note that Eqs. (364b) and (364c) are the same as Eqs. (6a) and (6b) in the work of Zhao and Suo [49] with appropriate notation changes. For example, the subscripts " 1 " and " 2 " in the work [49] correspond to the subscripts $X$ and $Y$ in this tutorial. If we replace $\tilde{D}$ in Eqs. ( $6 a$ ) and ( $6 b$ ) by $\tilde{E}$ in Eq. ( $6 c$ ) in their work, then we get exactly the same two algebraic equations as Eqs. (364b) and (364c). This equivalence serves as a direct validation of the alternative formulation presented in this tutorial. In the following, we will use some special but easy cases to illustrate the behavior of a dielectric film.

Consider the case of a uniaxial prestress, i.e., $S_{Y}=0$. The equilibrium Eq. (364c) can be recast as

$$
\begin{equation*}
\lambda_{Y}=\left[\lambda_{X}^{2}-\lambda_{X}^{4}\left(\tilde{E}_{0} \sqrt{\varepsilon / \mu}\right)^{2}\right]^{-1 / 4} \tag{366}
\end{equation*}
$$

Substituting Eq. (366) into the equilibrium Eq. (364b), we get the following algebraic equation for $\lambda_{X}$ :

$$
\begin{equation*}
\lambda_{X}-\frac{\sqrt{1-\lambda_{X}^{2}\left(\tilde{E}_{0} \sqrt{\varepsilon / \mu}\right)^{2}}}{\lambda_{X}^{2}}-\frac{\left(\tilde{E}_{0} \sqrt{\varepsilon / \mu}\right)^{2}}{\sqrt{1-\lambda_{X}^{2}\left(\tilde{E}_{0} \sqrt{\varepsilon / \mu}\right)^{2}}}=\frac{S_{X}}{\mu} \tag{367}
\end{equation*}
$$

The equilibrium solution of $\lambda_{X}$ in Eq. (367) for a given pair of ( $S_{X}, \tilde{E}_{0}$ ) is shown in Fig. 21(a). Without the applied dead loads, i.e., $S_{X}=S_{Y}=0$, the nominal electric field (before the onset of instability) induces the film to expand but not significantly. When the nominal electric field increases to the threshold (i.e., the cross in each curve), pull-in instability occurs and the film expands dramatically without an appreciable increase in the electric field. Finally, the thinned film is damaged by electric breakdown. In addition, the dead load $S_{X}$ expands the film significantly and the electric field assists the expansion, and pull-in instability occurs when the electric field increases to the threshold. In contrast, the threshold of the nominal electric field $\tilde{E}_{0}$ decreases as the dead load $S_{X}$ increases.
To investigate the electric actuation, we define the prestretch in the $X$-direction as $\lambda_{X}^{p}$, which is the stretch due to the dead load $S_{X}$ in the absence of the voltage. Explicitly, $\lambda_{X}^{p}$ is the solution of the algebraic Eq. (367) with a zero electric field $\tilde{E}_{0}=0$. In contrast to the prestretch $\lambda_{X}^{p}$, the actuation stretch in the $X$-direction is defined as $\lambda_{X} / \lambda_{X}^{p}$. Figure $21(b)$ shows the variation of the actuation stretch $\lambda_{X} / \lambda_{X}^{p}$ with respect to the nominal electric field $\tilde{E}_{0}$ under several uni-axial dead loads $S_{X}$. The maximum actuation stretch in each curve is the critical stretch at the occurrence of


Fig. 21 Deformation of the dielectric film subject to an electric voltage and a uniaxial prestress ( $S_{Y}=0$ ). (a) Stretch $\lambda_{X}$ versus the nominal electric field under several forces $S_{X} / \mu$. (b) Actuation stretch $\lambda_{X} / \lambda_{X}^{p}$ versus the nominal electric field under several forces $S_{X} / \mu$. The critical point for the onset of pull-in instability is denoted by a cross in each curve.
pull-in instability (marked by a cross). Without the dead load $S_{X}=0$, the film can attain the largest maximum actuation stretch. By increasing the dead load $S_{X}$, the maximum actuation stretch decreases. Note that even if the maximum actuation stretch decreases, the total stretch $\lambda_{X}$ does increase as the increasing of the dead load before the onset of pull-in instability. The difference between the total stretch $\lambda_{X}$ and the actuation stretch $\lambda_{X} / \lambda_{X}^{p}$ can be observed by comparing Figs. 21(a) and 21(b).
6.2 A Dielectric Disk. Another tractable example that we consider is that of a dielectric disk. To that end, we consider a circular dielectric plate with radius $R_{a}$ and thickness $H_{a}$ in the undeformed state (see Fig. 22). Taking the cylindrical coordinates $(R, \Theta, Z)$ with an orthonormal basis $\left(\mathbf{e}_{R}, \mathbf{e}_{\Theta}, \mathbf{e}_{Z}\right)$, the domain of the dielectric disk in the reference configuration is represented by

$$
\begin{equation*}
\Omega_{R}=\left\{(R, \Theta, Z) \in \mathbb{R}^{3}: 0 \leq R \leq R_{a}, 0 \leq \Theta<2 \pi, 0 \leq Z \leq H_{a}\right\} \tag{373}
\end{equation*}
$$

6.2.1 Large Deformation. Subject to both an applied voltage $\Phi$ in the thickness direction (the Z-direction) and a surrounding uniform traction force $F_{R}$, the dielectric disk expands its in-plane area and decreases its thickness from $H_{a}$ to $\lambda_{Z} H_{a}$. Here the stretch $\lambda_{Z}$ in the thickness direction is a constant that is independent of the position. We assume that the dielectric disk admits the cylindrical deformation

$$
\begin{equation*}
r=r(R), \quad \theta=\Theta, \quad z=\lambda_{Z} Z \tag{369}
\end{equation*}
$$



The deformation gradient in the cylindrical coordinates is

$$
\begin{equation*}
\mathbf{F}:=\operatorname{diag}\left(\frac{d r}{d R}, \frac{r}{R}, \lambda_{Z}\right) \tag{370}
\end{equation*}
$$

Incompressibility requires that

$$
\begin{equation*}
J=\operatorname{det} \mathbf{F}=\frac{d r}{d R} \frac{r}{R} \lambda_{Z}=1 \tag{371}
\end{equation*}
$$

Integrating Eq. (371) with respect to $R$ and with $r(0)=0$, we have

$$
\begin{equation*}
r(R)=\frac{R}{\sqrt{\lambda_{Z}}} \tag{372}
\end{equation*}
$$

Thus, the deformation gradient (370) becomes

$$
\begin{equation*}
\mathbf{F}:=\operatorname{diag}\left(\frac{1}{\sqrt{\lambda_{Z}}}, \frac{1}{\sqrt{\lambda_{Z}}}, \lambda_{Z}\right) \tag{368}
\end{equation*}
$$

The thinning of the disk shown in Fig. 22 is similar to the deformation in Fig. 20. By the cylindrical deformation (369), the equations of the polarization, the electric field, and the electric displacement are the same as Eqs. (342)-(344).

With the energy formulation in the work $[82,126]$ and the deformation gradient (373), the free energy of the dielectric disk in Fig. 22 is written as

$$
\begin{align*}
\mathcal{F}\left(\lambda_{Z}, \tilde{P}\right)= & \pi R_{a}^{2} H_{a} \Psi\left(\lambda_{Z}, \tilde{P}\right)-\frac{F_{R} R_{a}}{\sqrt{\lambda_{Z}}}+\pi R_{a}^{2} H_{a} \frac{\varepsilon_{0}}{2} \lambda_{Z}^{-2} \tilde{E}_{0}^{2} \\
& -\pi R_{a}^{2} \Phi \lambda_{Z}^{-1}\left(\varepsilon_{0} \lambda_{Z}^{-1} \tilde{E}_{0}+\tilde{P}\right) \tag{374}
\end{align*}
$$

Fig. 22 Schematic of the deformation of a dielectric disk subjected to an electric voltage $\Phi$ and a surrounding dead load $F_{R}$. The disk is coated with two compliant electrodes on the upper and bottom surfaces: (a) undeformed disk with radius $R_{a}$ and thickness $H_{a}$ and (b) deformed disk with thickness $\lambda_{z} H_{a}$.

Divided by the volume $\pi R_{a}^{2} H_{a}$, the free energy density reads

$$
\begin{equation*}
f\left(\lambda_{Z}, \tilde{P}\right)=\Psi\left(\lambda_{Z}, \tilde{P}\right)-\frac{S_{R}}{\sqrt{\lambda_{Z}}}-\frac{\varepsilon_{0}}{2} \lambda_{Z}^{-2} \tilde{E}_{0}^{2}-\lambda_{Z}^{-1} \tilde{E}_{0} \tilde{P} \tag{375}
\end{equation*}
$$

where $S_{R}=F_{R} /\left(\pi R_{a} H_{a}\right)$. Consider incompressible neo-Hookean dielectrics. By Eq. (373), the internal energy function reads

$$
\begin{equation*}
\Psi\left(\lambda_{Z}, \tilde{P}\right)=\frac{\mu}{2}\left(\lambda_{Z}^{2}+2 \lambda_{Z}^{-1}-3\right)+\frac{\tilde{P}^{2}}{2\left(\varepsilon-\varepsilon_{0}\right)} \tag{376}
\end{equation*}
$$

and the free energy density (375) becomes

$$
\begin{align*}
f\left(\lambda_{Z}, \tilde{P}\right)= & \frac{\mu}{2}\left(\lambda_{Z}^{2}+2 \lambda_{Z}^{-1}-3\right)+\frac{\tilde{P}^{2}}{2\left(\varepsilon-\varepsilon_{0}\right)}-\frac{S_{R}}{\sqrt{\lambda_{Z}}}-\frac{\varepsilon_{0}}{2} \lambda_{Z}^{-2} \tilde{E}_{0}^{2} \\
& -\lambda_{Z}^{-1} \tilde{E}_{0} \tilde{P} \tag{377}
\end{align*}
$$

The zero first variation of Eq. (377) gives

$$
\begin{equation*}
\mu\left(\lambda_{Z}-\lambda_{Z}^{-2}\right)+\frac{1}{2} S_{R} \lambda_{Z}^{-3 / 2}+\varepsilon_{0} \lambda_{Z}^{-3} \tilde{E}_{0}^{2}+\lambda_{Z}^{-2} \tilde{E}_{0} \tilde{P}=0 \tag{378a}
\end{equation*}
$$



$$
\begin{equation*}
\frac{\tilde{P}}{\varepsilon-\varepsilon_{0}}-\lambda_{Z}^{-1} \tilde{E}_{0}=0 \tag{378b}
\end{equation*}
$$

Equation (378b) directly gives the relation

$$
\begin{equation*}
\tilde{P}=\left(\varepsilon-\varepsilon_{0}\right) \lambda_{Z}^{-1} \tilde{E}_{0} \tag{379}
\end{equation*}
$$

Substituting Eq. (379) into Eq. (378a), we have

$$
\begin{equation*}
\mu\left(\lambda_{Z}-\lambda_{Z}^{-2}\right)+\frac{1}{2} S_{R} \lambda_{Z}^{-3 / 2}+\varepsilon \lambda_{Z}^{-3} \tilde{E}_{0}^{2}=0 \tag{380}
\end{equation*}
$$

Equation (380) is an algebraic equation of $\lambda_{Z}$ with two controlled parameters $S_{R}$ and $\tilde{E}_{0}$. For a given pair of $\left(S_{R}, \tilde{E}_{0}\right)$, there may exist many cases of the roots of $\lambda_{Z}$ in Eq. (380), for example, multiple real and complex roots. The detailed discussion of the properties of roots of $\lambda_{Z}$ in Eq. (380) is not addressed here. The solution for realistic physical situations of the stretch $\lambda_{Z}$, a real value and $0<\lambda_{Z} \leq 1$, for a given pair of $\left(S_{R}, \tilde{E}_{0}\right)$ is shown in Fig. 23.

Figure $23(a)$ shows the equilibrium solution of the stretch $\lambda_{Z}$ in Eq. (380) for a given pair of $\left(S_{R}, \tilde{E}_{0}\right)$. Without the dead load $S_{R}=0$, the stretch $\lambda_{Z}$ decreases from 1 as the nominal electric field $\tilde{E}_{0}$ increases. With the increase of the electric field, the disk

(b)

(d)

Fig. 23 Deformation of the dielectric disk subject to the electric voltage and the surrounding force. (a) Stretch $\lambda_{z}$ in the thickness direction versus the nominal electric field under several surrounding forces $S_{R} / \mu$. (b) Stretch $1 / \sqrt{\lambda_{z}}$ in the radial direction versus the nominal electric field under several surrounding forces $S_{R} / \mu$. (c) Stretch $\lambda_{z}$ in the thickness direction versus the surrounding force $S_{R} / \mu$ under several nominal electric fields. (d) Stretch $1 / \sqrt{\lambda_{z}}$ in the radial direction versus the surrounding force $S_{R} / \mu$ under several nominal electric fields. The critical point for the onset of pull-in instability is denoted by a cross in each curve.
decreases its thickness to the threshold at which pull-in instability occurs. The onset of pull-in instability is at the peak of each curve. Later we will show that the peak corresponds to a zero determinant of the Hessian matrix at equilibrium. With the increase of the dead load $S_{R}$, the peak in each curve decreases, which means that it is easier to induce pull-in instability at a larger dead load. After the peak, the disk expands and the thickness decreases rapidly and simultaneously until the onset of electric breakdown.

In contrast to the deformation in the thickness direction, Fig. 23(b) shows the deformation in the radial direction with the stretch $1 / \sqrt{\lambda_{Z}}$. The curves in Figs. 23(b) and 21(a) have the same trends as the increase of the applied dead load and the electric field.

Figure 23(c) shows the variation of the stretch $\lambda_{Z}$ in the thickness direction with respect to the dead load $S_{R}$ for varying electric fields. Interestingly, the curve with a zero electric field has no peak, and the applied dead load increases monotonically with the decrease of the thickness $\left(\lambda_{Z}\right)$.

Figure $23(d)$ shows the variation of the stretch $1 / \sqrt{\lambda_{Z}}$ of the radial deformation with respect to the dead load $S_{R}$ under several electric fields. At a zero dead load $S_{R}=0$, it is obvious that the stretches correspond to different electric fields are almost the same and are close to 1 , which indicates that the disk deformation is less insensitive to the electric field compared to the dead load. However, the trend of each curve changes significantly with the increase of the applied dead load, especially the peak of each curve. This implies that for a given electric field, the increase of the applied dead load will eventually make pull-in instability occur. For a larger electric field, the peak of the curve occurs at a smaller dead load.

All the curves in Fig. 23 simply emerge from the equilibrium Eq. (380), and a point on the curve corresponds to an equilibrium state. The stability of the equilibrium states has not been verified so far. When we described the trend of each curve in Fig. 23, we claim that pull-in instability occurs at the peak of each curve and the disk is stable before the point reaches the peak. We will verify this claim in the following stability analysis.
6.2.2 Stability Analysis and Actuation Strain. In this section, we discuss the stability and (pull-in) instability regions of the dielectric disk subjected to both the dead load and the applied voltage. We also discuss the critical stretch and the critical actuation stretch (the maximum actuation stretch) at which pull-in instability occurs.

The stability of the equilibrium solutions in Eqs. (379) and (380), see Fig. 23, can be determined by examining the positive definiteness of the Hessian matrix at equilibrium. By Eq. (379) and the second variation of the free energy (377), we have the Hessian matrix

$$
\mathbf{H}=\left(\begin{array}{cc}
\mu\left(1+2 \lambda_{Z}^{-3}\right)-\frac{3}{4} S_{R} \lambda_{Z}^{-5 / 2}-\left(\varepsilon_{0}+2 \varepsilon\right) \lambda_{Z}^{-4} \tilde{E}_{0}^{2} & \lambda_{Z}^{-2} \tilde{E}_{0}  \tag{381}\\
\lambda_{Z}^{-2} \tilde{E}_{0} & \frac{1}{\varepsilon-\varepsilon_{0}}
\end{array}\right)
$$

with the determinant

$$
\begin{equation*}
\operatorname{det} \mathbf{H}=\frac{1}{\varepsilon-\varepsilon_{0}}\left(\mu\left(1+2 \lambda_{Z}^{-3}\right)-\frac{3}{4} S_{R} \lambda_{Z}^{-5 / 2}-3 \varepsilon \lambda_{Z}^{-4} \tilde{E}_{0}^{2}\right) \tag{382}
\end{equation*}
$$

The stability of the homogeneous deformation requires that the $2 \times 2$ Hessian matrix (381) should be positive definite at the equilibrium solution (380), i.e., all the principal minors of Eq. (381) are positive subject to the equilibrium Eq. (380). The $1 \times 1$ principal minors are the diagonal entries $\mathbf{H}_{11}$ and $\mathbf{H}_{22}$, and the only $2 \times 2$ principal minor is the determinant (382). Since $\varepsilon$ is greater than $\varepsilon_{0}$, the entry $\mathbf{H}_{22}$ is always positive. More importantly, compared to the entry $\mathbf{H}_{11}$, the determinant (382) is more likely to
become zero from positive for an equilibrium solution of $\lambda_{Z}$ in Eq. (380). Therefore, in the case of the homogeneous deformation of a dielectric disk, from the Hessian method the equilibrium solution of $\lambda_{Z}$ from Eq. (380) becomes unstable when the determinant (382) decreases to zero at the equilibrium solution $\lambda_{Z}$, that is $\operatorname{det} \mathbf{H}=0$, namely,

$$
\begin{equation*}
\mu\left(1+2 \lambda_{Z}^{-3}\right)-\frac{3}{4} S_{R} \lambda_{Z}^{-5 / 2}-3 \varepsilon \lambda_{Z}^{-4} \tilde{E}_{0}^{2}=0, \text { (instability condition) } \tag{383}
\end{equation*}
$$

where $\lambda_{Z}$ is the solution of the equilibrium Eq. (380) for a given pair of $\left(S_{R}, \tilde{E}_{0}\right)$.

On each equilibrium curve in Fig. 23, the occurrence of pull-in instability is marked by a cross at which both the equilibrium Eq. (380) and the instability condition (383) are satisfied. Through the peak is determined by the solution of both Eqs. (380) and (383), it can be understood from the conventional extremization problem of a scalar function with a scalar variable.
Again, Eqs. (380) and (383) together define the threshold (either the critical electric field $\tilde{E}_{0}^{c}$ or the critical dead load) of pull-in instability. For example, for a given dead load $S_{R}$, the solution of the equilibrium Eq. (380) and the instability condition (383) is $\lambda_{Z}$ and $\tilde{E}_{0}^{c}$. For any electric field with a magnitude smaller than $\tilde{E}_{0}^{c}$, there is no pull-in instability.
Figure 24 plots the stability and instability regions in the dead load-the electric field plane. The stability and instability regions are separated by a blue curve, which is the solution $\tilde{E}_{0}^{c}$ of the equilibrium Eq. (380) and the instability condition (383) for an applied dead load $S_{R}$. For a given dead load $S_{R}$, if the applied electric field is less than $\tilde{E}_{0}^{c}$, there is no pull-in instability and the dielectric disk is stable. When the electric field increases to $\tilde{E}_{0}^{c}$ at which the instability condition (383) is satisfied, pull-in instability occurs. Then the dielectric disk expands its area rapidly, and finally, electric breakdown occurs at a relatively high true electric field.

The actuation stretch problem at equilibrium has been discussed in the dielectric film problem in Fig. 21(b). A natural question to ask here is how large can the actuation stretch be achieved before the occurrence of pull-in instability. In Fig. 21(b), we know that the maximum actuation stretch is obtained at the peak point (the cross) of each curve. In this dielectric disk problem, we plot the variation of the maximum actuation stretch with the increase of the dead load in Fig. 25. Also, the prestretch and the total stretch are plotted for direct comparison.
In Fig. 25(a), we plot the maximum actuation stretch $\lambda_{Z}^{c} / \lambda_{Z}^{p}$ in the thickness direction (Z-direction). Since both the dead load and the electric field decrease the thickness of the disk, the prestretch $\lambda_{Z}^{p}$, the critical stretch $\lambda_{Z}^{c}$, and the maximum actuation stretch $\lambda_{Z}^{c} / \lambda_{Z}^{p}$ are all less than 1 . With the increase of the dead load, both the prestretch $\lambda_{Z}^{p}$ and the critical stretch $\lambda_{Z}^{c}$ decrease rapidly to zero. However, the maximum actuation stretch $\lambda_{Z}^{c} / \lambda_{Z}^{p}$ decreases slowly and then reaches a plateau as the dead load increases further.
In contrast, we plot the maximum actuation stretch $\sqrt{\lambda_{Z}^{p}} / \sqrt{\lambda_{Z}^{c}}$ in the radial direction in Fig. 25(b). Both the prestretch $1 / \sqrt{\lambda_{Z}^{p}}$ and the critical stretch $1 / \sqrt{\lambda_{Z}^{c}}$ increase monotonically with the increase of the dead load. However, the maximum actuation stretch is almost constant around the value of 1.5 . This suggests a useful guideline for the design of a dielectric disk actuator, i.e., the maximum actuation stretch is insensitive to the applied dead load.
6.2.3 Pull-In Instability Versus Electric Breakdown. Electric breakdown occurs in the dielectric elastomer when the true electric field reaches a relatively high value $[6,22,51]$. Consider a true electric field $E_{\mathrm{EB}}=3 \times 10^{8} \mathrm{Vm}^{-1}$ at which electric breakdown occurs. Other material parameters used in the numerical calculations are $\mu=10^{6} \mathrm{Nm}^{-2}$ and $\varepsilon=3.54 \times 10^{-11} \mathrm{Fm}^{-1}$. Then the dimensionless true electric field is given by $E_{\mathrm{EB}} \sqrt{\varepsilon / \mu}=1.785$.


Fig. 24 The stability and instability regions in the dead load-the electric field plane. (a) The dead load $S_{R}$ versus the nominal electric field $\tilde{E}_{0}$. (b) The dead load $S_{R}$ versus the true electric field $E_{0}$. The critical true electric field of pull-in instability is essential for the analysis of electric breakdown of the dielectric disk.


Fig. 25 Effects of the surrounding force $S_{R} / \mu$ on (a) the prestretch $\lambda_{Z}^{p}$, the critical stretch $\lambda_{Z}^{c}$ and the actuation stretch $\lambda_{Z}^{c} / \lambda_{z}^{p}$ in the thickness direction and (b) the prestretch $1 / \sqrt{\lambda_{Z}^{p}}$, the critical stretch $1 / \sqrt{\lambda_{Z}^{c}}$ and the actuation stretch $\sqrt{\lambda_{z}^{p}} / \sqrt{\lambda_{z}^{c}}$ in the radial direction

Thus, the stability and (pull-in) instability regions in Fig. 24 are altered.

Since $E_{\mathrm{EB}} \sqrt{\varepsilon / \mu}=1.785$ is a constant, ${ }^{13}$ the threshold of electric breakdown is just a horizontal line, i.e., the true electric field $E_{0} \sqrt{\varepsilon / \mu}=1.785$ in Fig. 26. Above the horizontal line, electric breakdown would occur in the dielectric disk. In addition, below the horizontal line, there is no electric breakdown, and the disk can be either stable or vulnerable to pull-in instability. Thus, there exists a competition between electric breakdown and pull-in instability. This is graphically depicted in Fig. 26.

[^11]
## 7 Electromechanical Cavitation and the SnapThrough Instability in Soft Hollow Dielectric Spheres

In this section, we study the nonlinear electromechanical behavior of soft hollow dielectric spheres. For purely mechanical cases, the problem can be reduced to the well-studied phenomenon of cavitation in nonlinear elasticity studied by Ball [152]. Electrocavitation in a sphere of dielectric elastomers is recently studied by Chen and Yang [57]. Another related problem is the inflation of a soft balloon within the framework of nonlinear elasticity. The inflation process accompanies the snap-through instability that can be harnessed to achieve giant voltage-triggered deformation of dielectric balloons [153,154]. Nonlinear coupling problem in spherical shells of dielectrics can also be found in other works [57,131,155-159], for example, the snap-through instability of a thick-wall electro-active balloon [160] and multilayer electro-active spherical balloons [161].


Fig. 26 The competition between pull-in instability and electric breakdown in the dead load-the true electric field plane
7.1 Formulation. Consider a spherical dielectric shell with thickness $H$ and inner radius $R_{a}$ and outer radius $R_{b}$. Spherical coordinates $(R, \Theta, \Phi)$ with corresponding local base unit
vectors $\left(\mathbf{e}_{R}, \mathbf{e}_{\Theta}, \mathbf{e}_{\Phi}\right)$ will be employed. The domain occupied by the undeformed spherical dielectric (see Fig. 27) is represented by

$$
\begin{equation*}
\Omega_{R}=\left\{(R, \Theta, \Phi) \in \mathbb{R}^{3}: R_{a} \leq R \leq R_{b}, 0 \leq \Theta<\pi, 0 \leq \Phi<2 \pi\right\} \tag{384}
\end{equation*}
$$

The boundary of $\Omega_{R}$ is denoted by $\partial \Omega_{R}$ consisting of the inner and outer surfaces

$$
\begin{equation*}
\partial \Omega_{R_{a}}=\left\{\mathbf{X} \in \Omega_{R}:|\mathbf{X}|=R_{a}\right\} \quad \text { and } \quad \partial \Omega_{R_{b}}=\left\{\mathbf{X} \in \Omega_{R}:|\mathbf{X}|=R_{b}\right\} \tag{385}
\end{equation*}
$$

7.1.1 Energy of the System. The free energy of the system consists of two parts $[46,82]$

$$
\begin{equation*}
\mathcal{F}(\chi, \tilde{\mathbf{P}})=\mathcal{U}^{\text {mech }}(\chi)+\mathcal{E}^{\text {elct }}(\chi, \tilde{\mathbf{P}}) \tag{386}
\end{equation*}
$$

The term $\mathcal{U}^{\text {mech }}(\chi)$ is the mechanical part

$$
\begin{equation*}
\mathcal{U}^{\mathrm{mech}}(\chi)=\int_{\Omega_{R}} W^{e}(\nabla \chi)-\int_{\partial \Omega_{R}} \mathbf{t}_{R} \cdot \chi \tag{387}
\end{equation*}
$$

while the term $\mathcal{E}^{\text {elct }}(\chi, \tilde{\mathbf{P}})$ is the electric part, for linear dielectrics, it can be expressed as


Fig. 27 Schematic of the deformation of a hollow sphere of soft dielectrics subjected to the dead loads $S_{a}$ and $S_{b}$ on the inner and outer surfaces, and an applied voltage $\Phi$. The inner and outer surfaces are coated with compliant electrodes: (a) 3D view of an undeformed hollow sphere with inner radius $R_{a}$ and outer radius $R_{b}$, $(b) 2 D$ view of an undeformed hollow sphere, and (c) 2D view of a deformed hollow sphere with inner radius $r_{a}$ and outer radius $r_{b}$.

$$
\begin{align*}
\mathcal{E}^{\text {elct }}(\chi, \tilde{\mathbf{P}})= & \frac{\varepsilon_{0}}{2} \int_{\Omega_{R}} J\left|\mathbf{F}^{-T} \nabla \xi\right|^{2}+\int_{\partial \Omega_{R}} \xi\left(-\varepsilon_{0} J \mathbf{C}^{-1} \nabla \xi+\mathbf{F}^{-1} \tilde{\mathbf{P}}\right) \cdot \mathbf{N} \\
& +\int_{\Omega_{R}} \frac{|\tilde{\mathbf{P}}|^{2}}{2 J\left(\varepsilon-\varepsilon_{0}\right)} \tag{388}
\end{align*}
$$

where $\mathbf{N}$ is the outer unit normal to $\partial \Omega_{R}$. The Maxwell equation is

$$
\begin{equation*}
\operatorname{Div}\left(-\varepsilon_{0} J \mathbf{C}^{-1} \nabla \xi+\mathbf{F}^{-1} \tilde{\mathbf{P}}\right)=0 \quad \text { in } \Omega_{R} \tag{389}
\end{equation*}
$$

and the electric boundary conditions are

$$
\begin{equation*}
\xi=\xi_{a} \quad \text { on } \partial \Omega_{R_{a}} \quad \text { and } \quad \xi=\xi_{b} \quad \text { on } \partial \Omega_{R_{b}} \tag{390}
\end{equation*}
$$

7.1.2 First Variation of the Energy Functional. Since the deformation gradient $\mathbf{F}=\nabla \chi$ and the polarization $\tilde{\mathbf{P}}$ are independent, the first variation of the free energy (386) with respect to $\widetilde{\mathbf{P}}$ and $\mathbf{F}$, respectively, gives (see Appendix in Ref. [46] for details)

$$
\begin{gather*}
\tilde{\mathbf{P}}=-\left(\varepsilon-\varepsilon_{0}\right) J \mathbf{F}^{-T} \nabla \xi, \quad \text { Div } \mathbf{T}=\mathbf{0} \quad \text { in } \Omega_{R}  \tag{391}\\
\mathbf{T N}=\mathbf{t}_{R} \quad \text { on } \partial \Omega_{R} \tag{392}
\end{gather*}
$$

where the total nominal stress $\mathbf{T}$ is

$$
\begin{equation*}
\mathbf{T}=\frac{\partial W^{e}}{\partial \mathbf{F}}+\mathbf{T}^{M}-\mathcal{L}_{a} \mathbf{F}^{-T} \tag{393}
\end{equation*}
$$

Here $\mathcal{L}_{a}$ serves as the Lagrange multiplier, $\mathbf{T}^{M}$ denotes the Maxwell stress

$$
\begin{equation*}
\mathbf{T}^{M}=\frac{1}{\varepsilon J}(\mathbf{F} \tilde{\mathbf{D}}) \otimes \tilde{\mathbf{D}}-\frac{1}{2 \varepsilon J}|\mathbf{F} \tilde{\mathbf{D}}|^{2} \mathbf{F}^{-T} \tag{394}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{D}}=-\varepsilon J \mathbf{C}^{-1} \nabla \xi \tag{395}
\end{equation*}
$$

Note that the total nominal stress $\mathbf{T}$ and the Maxwell stress $\mathbf{T}^{M}$ can also be found in Eqs. (199a) and (196), respectively. The polarization $\tilde{\mathbf{P}}$ and the electric displacement $\tilde{\mathbf{D}}$ are consistent with Eqs. (160) and (159) for linear dielectrics. Now we have formed a boundary-value problem (389)-(392).
7.1.3 Spherical Deformation. A deformation $\mathbf{x}=\chi(\mathbf{X})$ is spherical if it has the following component form:

$$
\begin{equation*}
r=r(R), \quad \vartheta=\Theta, \quad \varphi=\Phi \tag{396}
\end{equation*}
$$

where $r, \vartheta$, and $\varphi$ are the spherical coordinates. The spherical deformation implies that the hollow sphere also admits a spherical shape after the deformation (see Fig. 27).

In the spherical coordinates, the deformation gradient of the spherical deformation (396) has the following component form:

$$
\begin{equation*}
\mathbf{F}:=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \tag{397}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{1}=r^{\prime}, \quad \lambda_{2}=\lambda_{3}=\frac{r}{R} \tag{398}
\end{equation*}
$$

In this section, a prime denotes the derivative with respect to $R$. Consequently,

$$
\mathbf{F}^{-1}=\mathbf{F}^{-T}:=\operatorname{diag}\left(\lambda_{1}^{-1}, \lambda_{2}^{-1}, \lambda_{3}^{-1}\right), \quad \mathbf{C}^{-1}:=\operatorname{diag}\left(\lambda_{1}^{-2}, \lambda_{2}^{-2}, \lambda_{3}^{-2}\right)
$$

In the spherical deformation of a hollow dielectric sphere with an applied voltage on the inner and outer surfaces, the electric potential $\xi$ is only a function of $R$, i.e., $\xi=\xi(R)$. And the boundary conditions (390) can be expressed as $\xi_{a}=\xi\left(R_{a}\right)$ and $\xi_{b}=\xi\left(R_{b}\right)$. Hence, the gradient of the potential in the spherical coordinates in the reference configuration reads

$$
\begin{equation*}
\nabla \xi(R)=\xi^{\prime} \mathbf{e}_{R} \tag{400}
\end{equation*}
$$

With Eqs. (399) and (400), the nominal electric displacement $\tilde{\mathbf{D}}$ in Eq. (395), the Maxwell Eq. (389), and the Maxwell stress $\mathbf{T}^{M}$ in Eq. (394) become

$$
\begin{gather*}
\tilde{\mathbf{D}}=-\varepsilon J \lambda_{1}^{-2} \xi^{\prime} \mathbf{e}_{R}  \tag{401}\\
\varepsilon J\left(\left(\lambda_{1}^{-2} \xi^{\prime}\right)^{\prime}+\frac{2 \lambda_{1}^{-2} \xi^{\prime}}{R}\right)=0 \tag{402}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbf{T}^{M}:=\frac{\varepsilon J \lambda_{1}^{-2}(\xi \prime)^{2}}{2} \operatorname{diag}\left(\lambda_{1}^{-1},-\lambda_{2}^{-1},-\lambda_{3}^{-1}\right) \tag{403}
\end{equation*}
$$

Invoking isotropy, the strain-energy function $W^{e}$ and the tensor $\frac{\partial W^{e}}{\partial \mathbf{F}}$ depend on $\mathbf{F}=\nabla \chi$ through the principal stretches $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ (see Eqs. (185) and (186)). The total nominal stress (393) is represented by

$$
\begin{equation*}
\mathbf{T}:=\operatorname{diag}\left(T_{11}, T_{22}, T_{33}\right) \tag{404}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{i i}=\frac{\partial W^{e}}{\partial \lambda_{i}}-\mathcal{L}_{a} \lambda_{i}^{-1}+T_{i i}^{M}, \quad i=1,2,3(\text { no sum }) \tag{405}
\end{equation*}
$$

By Eq. (404), the equilibrium equation $(391)_{2}$ gives the only nontrivial equation

$$
\begin{equation*}
\frac{\partial T_{11}}{\partial R}+\frac{2 T_{11}}{R}-\frac{T_{22}+T_{33}}{R}=0 \tag{406}
\end{equation*}
$$

and the natural boundary conditions (392) read

$$
\begin{equation*}
T_{11}=S_{a} \quad \text { at } R=R_{a} \quad \text { and } \quad T_{11}=S_{b} \quad \text { at } R=R_{b} \tag{407}
\end{equation*}
$$

Note that $\lambda_{2}=\lambda_{3}$ in Eq. (397) and then $T_{22}=T_{33}$ in Eq. (406).
7.1.4 Ideal Dielectric Elastomer. By the strain-energy function of incompressible neo-Hookean solids in Eq. (188), Eq. (405) becomes

$$
\begin{equation*}
T_{i i}=\mu \lambda_{i}-\mathcal{L}_{a} \lambda_{i}^{-1}+T_{i i}^{M}, \quad i=1,2,3(\text { no sum }) \tag{408}
\end{equation*}
$$

and the unit Jacobian $J=\operatorname{det} \mathbf{F}=1$ yields

$$
\begin{equation*}
\frac{r^{\prime} r^{2}}{R^{2}}=\lambda_{1} \lambda_{2} \lambda_{3}=1 \tag{409}
\end{equation*}
$$

Let us introduce a new variable

$$
\begin{equation*}
\lambda=\lambda_{2}=\lambda_{3}=\frac{r(R)}{R} \tag{410}
\end{equation*}
$$

It follows from Eqs. (398) and (409) that

$$
r^{\prime}=\lambda_{1}=\lambda_{2}^{-1} \lambda_{3}^{-1}=\lambda^{-2}
$$

Then, the total nominal stress (408) is reduced to

$$
\begin{align*}
& T_{11}=\left(\mu+\frac{\varepsilon\left(\xi^{\prime}\right)^{2}}{2} \lambda^{8}\right) \lambda^{-2}-\mathcal{L}_{a} \lambda^{2},  \tag{412}\\
& T_{22}=T_{33}=\left(\mu-\frac{\varepsilon\left(\xi^{\prime}\right)^{2}}{2} \lambda^{2}\right) \lambda-\mathcal{L}_{a} \lambda^{-1}
\end{align*}
$$

The traction boundary conditions (407) become

$$
\begin{align*}
& \left(\mu+\frac{\varepsilon(\xi \prime)^{2}}{2} \lambda^{8}\right) \lambda^{-2}-\mathcal{L}_{a} \lambda^{2}=S_{a} \quad \text { at } \quad R=R_{a}  \tag{413}\\
& \left(\mu+\frac{\varepsilon(\xi \prime)^{2}}{2} \lambda^{8}\right) \lambda^{-2}-\mathcal{L}_{a} \lambda^{2}=S_{b} \quad \text { at } \quad R=R_{b} \tag{414}
\end{align*}
$$

By the chain-rule, we have

$$
\begin{equation*}
\frac{\partial}{\partial R}=\frac{\partial \lambda}{\partial R} \frac{\partial}{\partial \lambda}=\frac{1}{R}\left(\lambda^{-2}-\lambda\right) \frac{\partial}{\partial \lambda} \tag{415}
\end{equation*}
$$

By Eqs. (415), (402), and (412), the equilibrium Eq. (406) can be reduced to

$$
\begin{equation*}
2 \mu\left(1-\lambda^{-3}\right)-\lambda^{2} \frac{\partial \mathcal{L}_{a}}{\partial \lambda}=0 \tag{416}
\end{equation*}
$$

7.1.5 Solution of the Boundary-Value Problem. We now have a boundary-value problem consisting of the equilibrium Eq. (416), the traction boundary conditions (413) and (414), and the electric boundary conditions (390). Integration of Eq. (416) with respect to $\lambda$ gives

$$
\begin{equation*}
\mathcal{L}_{a}=2 \mu\left(\frac{1}{4} \lambda^{-4}-\lambda^{-1}\right)+C_{\mathrm{cons}} \tag{417}
\end{equation*}
$$

where $C_{\text {cons }}$ is an integral constant. By Eq. (409), the integration of Eq. (402) gives

$$
\begin{equation*}
\xi^{\prime}=C_{0} \frac{r^{\prime}}{r^{2}}, \quad \xi(R)=-\frac{C_{0}}{r(R)}+C_{1} \tag{418}
\end{equation*}
$$

where $C_{0}$ and $C_{1}$ are the integration constants. With the electric boundary conditions $\xi_{a}=\xi\left(R_{a}\right)$ and $\xi_{b}=\xi\left(R_{b}\right)$, we have

$$
\begin{equation*}
C_{0}=\frac{r_{a} r_{b}}{r_{b}-r_{a}}\left(\xi_{b}-\xi_{a}\right)=\frac{r_{a} r_{b}}{r_{b}-r_{a}} \Phi, \quad C_{1}=\frac{r_{b} \xi_{b}-r_{a} \xi_{a}}{r_{b}-r_{a}} \tag{419}
\end{equation*}
$$

With Eqs. (409) and (411), $\xi^{\prime}$ in Eq. (418) ${ }_{1}$ can be recast as $\xi^{\prime}=C_{0} \lambda^{-4} / R^{2}$. By Eq. (417), the boundary conditions (413) and (414) are equal to

$$
\begin{align*}
& \frac{1}{2} \mu \lambda_{a}^{-4}+2 \mu \lambda_{a}^{-1}-C_{\mathrm{cons}}+\frac{\varepsilon C_{0}^{2}}{2 R_{a}^{4}} \lambda_{a}^{-4}=S_{a} \lambda_{a}^{-2}  \tag{420}\\
& \frac{1}{2} \mu \lambda_{b}^{-4}+2 \mu \lambda_{b}^{-1}-C_{\mathrm{cons}}+\frac{\varepsilon C_{0}^{2}}{2 R_{b}^{4}} \lambda_{b}^{-4}=S_{b} \lambda_{b}^{-2} \tag{421}
\end{align*}
$$

Deleting the constant $C_{\text {cons }}$ in Eqs. (420) and (421), we finally have the relation

$$
\begin{align*}
& \frac{1}{2} \mu\left(\lambda_{b}^{-4}-\lambda_{a}^{-4}\right)+2 \mu\left(\lambda_{b}^{-1}-\lambda_{a}^{-1}\right)+\frac{\varepsilon C_{0}^{2}}{2}\left(\frac{\lambda_{b}^{-4}}{R_{b}^{4}}-\frac{\lambda_{a}^{-4}}{R_{a}^{4}}\right) \\
& \quad=S_{b} \lambda_{b}^{-2}-S_{a} \lambda_{a}^{-2} \tag{422}
\end{align*}
$$

where

$$
\begin{align*}
C_{0} & =\frac{r_{a} r_{b}}{r_{b}-r_{a}} \Phi=\frac{\lambda_{a} \lambda_{b} R_{a} R_{b}}{\lambda_{b} R_{b}-\lambda_{a} R_{a}} \Phi, \quad \lambda_{a}=\frac{r_{a}}{R_{a}} \quad \text { and }  \tag{423}\\
\lambda_{b} & =\frac{r_{b}}{R_{b}}=\sqrt[3]{r_{a}^{3}+R_{b}^{3}-R_{a}^{3}} \overline{R_{b}}
\end{align*}
$$

### 7.2 Electromechanical Cavitation and the Snap-Through

 Instability7.2.1 Ball's Classic Cavitation Problem. In Ball's cavitation problem [152], there is no electric field within the hollow sphere, that is $C_{0}=0$ in Eq. (422). Also, the traction force on the inner surface is zero, $S_{a}=0$. Thus, Eq. (422) reduces to

$$
\begin{equation*}
\frac{S_{b}}{2 \mu}=\lambda_{b}+\frac{1}{4} \lambda_{b}^{-2}-\left(\lambda_{a}^{-1}+\frac{1}{4} \lambda_{a}^{-4}\right) \lambda_{b}^{2} \tag{424}
\end{equation*}
$$

With $\lambda_{a}$ and $\lambda_{b}$ in Eq. (423), Eq. (424) is given by

$$
\begin{align*}
\frac{S_{b}}{2 \mu}= & \left(\bar{r}_{a}^{3}+1-\bar{R}_{a}^{3}\right)^{1 / 3}+\frac{1}{4}\left(\bar{r}_{a}^{3}+1-\bar{R}_{a}^{3}\right)^{-2 / 3} \\
& -\left(\bar{r}_{a}^{-1} \bar{R}_{a}+\frac{1}{4} \bar{r}_{a}^{-4} \bar{R}_{a}^{4}\right)\left(\bar{r}_{a}^{3}+1-\bar{R}_{a}^{3}\right)^{2 / 3} \tag{425}
\end{align*}
$$

where the nondimensional variables are

$$
\begin{equation*}
\bar{r}_{a}=\frac{r_{a}}{R_{b}}, \quad \bar{R}_{a}=\frac{R_{a}}{R_{b}} \tag{426}
\end{equation*}
$$

In the following, some limiting cases based on the geometry and the material properties of the hollow sphere are discussed. In the case of a sufficiently small hollow, i.e., $\bar{R}_{a} \rightarrow 0$, at fixed $\bar{r}_{a}$, the third term on the RHS of Eq. (425) vanishes and the other two terms give

$$
\begin{equation*}
\frac{S_{b}}{2 \mu} \rightarrow \frac{5 / 4+\bar{r}_{a}^{3}}{\left(1+\bar{r}_{a}^{3}\right)^{2 / 3}} \tag{427}
\end{equation*}
$$

which implies $\frac{S_{b}}{2 \mu} \rightarrow \frac{5}{4}$ as $\bar{r}_{a} \rightarrow 0$. The limiting case can be found in the numerical plots in Fig. 28.
7.2.2 Effects of the Electric Field on the Cavitation and the Snap-Through Instability. Consider only the applied dead load on the outer surface and the applied voltage, i.e., $S_{a}=0$ in Eq. (422). Then, Eq. (422) reduces to

$$
\begin{equation*}
\frac{S_{b}}{2 \mu}=\lambda_{b}+\frac{1}{4} \lambda_{b}^{-2}-\left(\lambda_{a}^{-1}+\frac{1}{4} \lambda_{a}^{-4}\right) \lambda_{b}^{2}+\frac{\varepsilon C_{0}^{2}}{4 \mu}\left(\frac{\lambda_{b}^{-2}}{R_{b}^{4}}-\frac{\lambda_{a}^{-4} \lambda_{b}^{2}}{R_{a}^{4}}\right) \tag{428}
\end{equation*}
$$

By $\bar{R}_{a}$ in Eq. (426) and the nominal electric field $\tilde{E}_{0}=\Phi /\left(R_{b}-R_{a}\right)=\Phi / H$, Eq. (428) becomes

$$
\begin{align*}
\frac{S_{b}}{2 \mu}= & \lambda_{b}+\frac{1}{4} \lambda_{b}^{-2}-\left(\lambda_{a}^{-1}+\frac{1}{4} \lambda_{a}^{-4}\right) \lambda_{b}^{2} \\
& +\frac{\lambda_{a}^{2} \bar{R}_{a}^{2}\left(1-\bar{R}_{a}\right)^{2}\left(1-\lambda_{a}^{-4} \bar{R}_{a}^{-4} \lambda_{b}^{4}\right)}{4\left(\lambda_{b}-\lambda_{a} \bar{R}_{a}\right)^{2}}\left(\frac{\tilde{E}_{0}}{\sqrt{\mu / \varepsilon}}\right)^{2} \tag{429}
\end{align*}
$$

Thus, for a given dead load $S_{b} / 2 \mu$, an applied electric field $\tilde{E}_{0} \sqrt{\varepsilon / \mu}$, and a given geometry of the hollow sphere $\bar{R}_{a}=R_{a} / R_{b}$, Eq. (429) determines the deformed inner radius $\bar{r}_{a}=r_{a} / R_{b}$. The snap-through instability phenomenon can be observed by evaluating Eq. (429) numerically (see Fig. 29). A similar form of Eq. (429) can also be found in other works $[160,161]$.


Fig. 28 Variation of the radius $r_{a}$ of the cavity with an applied stress $S_{b}$ on the outer surface of the hollow sphere and an applied electric field $E_{0}$ in the radial direction. (a) Variation of the cavity radius with the applied dead under several ratios $R_{a} / R_{b}$ without electric fields. (b) Variation of the cavity radius with the applied dead under several electric fields at a ratio $R_{a} / R_{b}=0.001$.


Fig. 29 Variation of the radius $r_{a}$ of the cavity with the applied stress $S_{b}$ on the outer surface and the applied electric field $E_{0}$ in the radial direction of the hollow sphere. The figures have been drawn for the ratio $R_{a} / R_{b}=0.3$. (a) Variation of the cavity radius with the applied dead under several electric fields. (b) Variation of the cavity radius with the applied electric field under several applied dead. A snap-through instability phenomenon can be observed by increasing the applied electric field to the threshold.

## 8 Post-Buckling Analysis:

## "Lyapunov-Schmidt-Koiter" Approach

For most of the stability problems in nonlinear elasticity, the analytical solution of the stability condition is extremely difficult. Furthermore, even the existence of a solution is not assured. Beginning with the pioneering work by Koiter [162], the asymptotic expansion technique that follows the Lyapunov-Schmidt decomposition has become a powerful tool to analyze the bifurcation and the (initial) postbifurcation of perfect or imperfect systems $[75,80,84,86,163-168]$. This procedure of the analysis of stability is known as the "Lyapunov-Schmidt-Koiter" approach.

In this tutorial, we will go through the basic idea of the "Lyapunov-Schmidt-Koiter" approach and then incorporate it into the post-buckling analysis of a dielectric elastomer by simple examples. Through the "Lyapunov-Schmidt-Koiter" approach is fruitfully applied to study the initial postbifurcation stage and investigate the purely mechanical instability, only a few works [169] have reported the use of the LSK approach in a postbifurcated solution of the electromechanical coupling problem.

We just consider the case of only one generalized state variable $u$ of a 1D system $\Omega^{1}=\{x \in \mathbb{R}: 0 \leq x \leq l\}$, i.e., $u \in \mathcal{C}^{2}([0, l]$; $\left.\mathbb{R}^{n}\right)$. For example, $u$ can be the displacement of deformable solid. ${ }^{14}$ Thus, the potential energy $\mathcal{P}$ of the system is a functional of $u:[0, l] \rightarrow \mathbb{R}^{n}$. In addition, $\mathcal{P}$ depends on the load parameter applied to the system. Here we assume the load parameter is a single scalar variable $\lambda \in \mathbb{R}$ that corresponds to the work done by the external load. The potential energy of the conservative system can be written as

$$
\begin{equation*}
\mathcal{P}[u ; \lambda] \tag{430}
\end{equation*}
$$

[^12]At a given load parameter $\lambda \in \mathbb{R}$, an equilibrium state $u:[0, l] \rightarrow$ $\mathbb{R}^{n}$ requires that

$$
\begin{equation*}
\delta \mathcal{P}[u ; \lambda]=\left.\frac{\partial \mathcal{P}[u+\tau \delta u ; \lambda]}{\partial \tau}\right|_{\tau=0} \equiv \mathcal{P}^{\prime}[u ; \lambda] \delta u=0 \tag{431}
\end{equation*}
$$

for all kinematically admissible variations $\delta u \in \mathcal{C}^{2}\left([0, l] ; \mathbb{R}^{n}\right)$.
For convenience, we introduce the following notations of the derivatives of functionals [86]:

$$
\begin{gather*}
\left.\mathcal{P}^{\prime}[u ; \lambda] u_{1} \equiv \frac{\partial \mathcal{P}\left[u+\tau_{1} u_{1} ; \lambda\right]}{\partial \tau_{1}}\right|_{\tau_{1}=0}, \\
\left.\mathcal{P}^{\prime \prime}[u ; \lambda] u_{1} u_{1} \equiv \mathcal{P}^{\prime \prime}[u ; \lambda] u_{1}^{2} \equiv \frac{\partial^{2} \mathcal{P}\left[u+\tau_{1} u_{1} ; \lambda\right]}{\partial^{2} \tau_{1}}\right|_{\tau_{1}=0}, \\
\left.\mathcal{P}^{\prime \prime}[u ; \lambda] u_{1} u_{2} \equiv \mathcal{P}^{\prime \prime}[u ; \lambda] u_{2} u_{1} \equiv \frac{\partial^{2} \mathcal{P}\left[u+\tau_{1} u_{1}+\tau_{2} u_{2} ; \lambda\right]}{\partial \tau_{1} \partial \tau_{2}}\right|_{\tau_{1}=\tau_{2}=0}, \\
\left.\mathcal{P}^{\prime \prime \prime}[u ; \lambda] u_{1} u_{2} u_{3} \equiv \frac{\partial^{3} \mathcal{P}\left[u+\tau_{1} u_{1}+\tau_{2} u_{2}+\tau_{3} u_{3} ; \lambda\right]}{\partial \tau_{1} \partial \tau_{2} \partial \tau_{3}}\right|_{\tau_{1}=\tau_{2}=\tau_{3}=0}, \\
\vdots  \tag{432}\\
\left.\mathcal{P}^{(n)}[u ; \lambda] u_{1} u_{2} \cdots u_{n} \equiv \frac{\partial^{(n)} \mathcal{P}\left[u+\sum_{i=1}^{n} \tau_{i} u_{i} ; \lambda\right]}{\partial \tau_{1} \partial \tau_{2} \cdots \partial \tau_{n}}\right|_{\tau_{1}=\tau_{2}=\cdots=\tau_{n}=0},
\end{gather*}
$$

where $\quad u \in \mathcal{C}^{2}\left([0, l] ; \mathbb{R}^{n}\right), u_{1}, u_{2}, u_{3}, \ldots, u_{n} \in \mathcal{C}^{2}\left([0, l] ; \mathbb{R}^{n}\right), \quad$ and $\tau_{1}, \tau_{2}, \ldots, \tau_{n}, \lambda \in \mathbb{R}$.
8.1 Bifurcation Analysis. We assume that there exists a principal (trivial) branch $u_{0}$ that varies smoothly with the load parameter $\lambda$ as the load increases from zero. The equilibrium of the principal branch $u_{0}$, from Eq. (431), reads

$$
\begin{equation*}
\delta \mathcal{P}\left[u_{0}(\lambda) ; \lambda\right] \equiv \mathcal{P}^{\prime}\left[u_{0}(\lambda) ; \lambda\right] \delta u=0 \tag{433}
\end{equation*}
$$

As the load parameter $\lambda$ increases from zero to the threshold $\lambda_{c}$, there exists a bifurcated branch $u(\lambda)$ that bifurcates from the principal branch $u_{0}(\lambda)$, such that

$$
\begin{equation*}
u(\lambda)=u_{0}(\lambda)+v(\lambda) \tag{434}
\end{equation*}
$$

The bifurcated branch $u(\lambda)$ intersects the trivial branch $u_{0}(\lambda)$ at $\lambda_{c}$, namely,

$$
\begin{equation*}
\lim _{\lambda \rightarrow \lambda_{c}} v(\lambda)=0 \tag{435}
\end{equation*}
$$

The bifurcation buckling mode can be defined by [86]

$$
\begin{equation*}
u_{1}=\lim _{\lambda \rightarrow \lambda_{c}} \frac{v(\lambda)}{\|v\|} \tag{436}
\end{equation*}
$$

where $\|\cdot\|$ represents a suitable norm, for example, the inner product form $\left\|u_{1}\right\|=\left\langle u_{1}, u_{1}\right\rangle^{1 / 2}$. The norm of the buckling mode $u_{1}$ defined in Eq. (436) is unity, i.e., $\left\|u_{1}\right\|=1$. In this tutorial, we only consider the case of a single buckling mode at $\lambda=\lambda_{c}$. A classic example of the single mode at the threshold is the buckling of Euler's column. In contrast, surface instability of a compressed elastic half-space is the case of the multiple buckling modes [27,89,170], and the LSK approach is used to study the initial postbifurcation behavior of surface wrinkling of a compressed half-space [170] and a neo-Hookean bilayer [171], etc.

Similar to Eq. (433), the equilibrium Eq. (434) of the bifurcated branch is

$$
\begin{equation*}
\mathcal{P}^{\prime}\left[u_{0}(\lambda)+v(\lambda) ; \lambda\right] \delta u=0 \tag{437}
\end{equation*}
$$

The Taylor series expansion of Eq. (437) is

$$
\begin{equation*}
\mathcal{P}^{\prime}\left[u_{0} ; \lambda\right] \delta u+\mathcal{P}^{\prime \prime}\left[u_{0} ; \lambda\right] v \delta u+\frac{1}{2} \mathcal{P}^{\prime \prime} I\left[u_{0} ; \lambda\right] v^{2} \delta u+\cdots=0 \tag{438}
\end{equation*}
$$

The first term vanishes from Eq. (433). In the neighborhood of $\lambda_{c},\left|\lambda-\lambda_{c}\right| \ll 1$, dividing the remaining terms in Eq. (438) by $\|v\|$ and letting $\lambda \rightarrow \lambda_{c}$, we have the bifurcation equation

$$
\begin{equation*}
\mathcal{P}^{\prime \prime}\left[u_{0}\left(\lambda_{c}\right) ; \lambda_{c}\right] u_{1} \delta u=0 \tag{439}
\end{equation*}
$$

where $u_{1}$ is the buckling mode defined in Eq. (436).
For convenience, we introduce the following notations:

$$
\begin{equation*}
u_{c} \equiv u_{0}\left(\lambda_{c}\right) \quad \text { and } \quad \dot{\mathcal{P}}_{c}^{\prime \prime} \equiv \mathcal{P}^{\prime \prime}\left[u_{0}\left(\lambda_{c}\right) ; \lambda_{c}\right] \tag{440}
\end{equation*}
$$

then the bifurcation Eq. (439) adopts a more compact form

$$
\begin{equation*}
\mathcal{P}^{\prime \prime}{ }_{c} u_{1} \delta u=0 \tag{441}
\end{equation*}
$$

8.2 Initial Post-Buckling Analysis. Recall the principal branch $u_{0}(\lambda)$ and the bifurcated branch $u_{0}(\lambda)+v(\lambda)$. Let us decompose $v(\lambda)$ in the following form [86]:

$$
\begin{equation*}
v(\lambda)=\zeta u_{1}+\tilde{v}(\lambda) \tag{442}
\end{equation*}
$$

where $u_{1}$ is the buckling mode in Eq. (436) and the bilinear inner product is $\left\langle u_{1}, \tilde{v}\right\rangle=0$. Then the scalar parameter $\zeta$ can be represented by $\zeta=\left\langle u_{1}, v\right\rangle$, which is a measure of the buckling mode $u_{1}$ contained in the difference $v(\lambda)=u(\lambda)-u_{0}(\lambda)$.

Similar to Eqs. (432) and (440), we introduce the following notations for convenience:

$$
\left.\begin{array}{l}
\mathcal{P}_{0}^{(n)} \equiv \mathcal{P}^{(n)}\left[u_{0}(\lambda) ; \lambda\right],\left.\quad \mathcal{P}_{c}^{(n)} \equiv \mathcal{P}_{0}^{(n)}\right|_{\lambda=\lambda_{c}}, \\
\dot{\mathcal{P}}_{0}^{(n)} \equiv \frac{\partial}{\partial \lambda} \mathcal{P}_{0}^{(n)} \equiv \frac{\partial}{\partial \lambda} \mathcal{P}^{(n)}\left[u_{0}(\lambda) ; \lambda\right],\left.\quad \dot{\mathcal{P}}_{c}^{(n)} \equiv \dot{\mathcal{P}}_{0}^{(n)}\right|_{\lambda=\lambda_{c}}, \\
\ddot{\mathcal{P}}_{0}^{(n)} \equiv \frac{\partial^{2}}{\partial \lambda^{2}} \mathcal{P}_{0}^{(n)} \equiv \frac{\partial^{2}}{\partial \lambda^{2}} \mathcal{P}^{(n)}\left[u_{0}(\lambda) ; \lambda\right],\left.\quad \ddot{\mathcal{P}}_{c}^{(n)} \equiv \ddot{\mathcal{P}}_{0}^{(n)}\right|_{\lambda=\lambda_{c}} \cdot \tag{443}
\end{array}\right\}
$$

Consider the Taylor series expansion of Eq. (438) at $\lambda=\lambda_{c}$. By Eq. (433), the expansion reads

$$
\begin{align*}
& \left\{\mathcal{P}_{c}^{\prime \prime}+\left(\lambda-\lambda_{c}\right) \dot{\mathcal{P}}_{c}^{\prime \prime}+\frac{1}{2}\left(\lambda-\lambda_{c}\right)^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime}+\cdots\right\} v \delta u \\
& \quad+\frac{1}{2}\left\{\mathcal{P}_{c}^{\prime \prime \prime}+\left(\lambda-\lambda_{c}\right) \dot{\mathcal{P}}_{c}^{\prime \prime \prime}+\frac{1}{2}\left(\lambda-\lambda_{c}\right)^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime \prime}+\cdots\right\} v^{2} \delta u+\cdots=0 \tag{444}
\end{align*}
$$

The asymptotic expansions of the load parameter $\lambda$ and $\tilde{v}(\lambda)$ in Eq. (442) for small $\zeta$ are

$$
\begin{equation*}
\lambda=\lambda_{c}+\lambda_{1} \zeta+\lambda_{2} \zeta^{2}+\cdots \quad \text { and } \quad \tilde{v}(\lambda)=\zeta^{2} u_{2}+\zeta^{3} u_{3}+\cdots \tag{445}
\end{equation*}
$$

and the generalized state variable $u=u_{0}+v=u_{0}+\zeta u_{1}+\tilde{v}$ in Eq. (434) becomes

$$
\begin{equation*}
u=u_{0}+\zeta u_{1}+\zeta^{2} u_{2}+\zeta^{3} u_{3}+\cdots \tag{446}
\end{equation*}
$$

Substituting the expansions Eq. (445) into Eq. (444), we have

$$
\begin{align*}
0= & \zeta^{2}\left\{\mathcal{P}_{c}^{\prime \prime} u_{2}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\frac{1}{2} \mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2}\right\} \delta u \\
& +\zeta^{3}\left\{\begin{array}{c}
\mathcal{P}_{c}^{\prime \prime} u_{3}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{2}+\lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\frac{1}{2} \lambda_{1}^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime} u_{1} \\
+\mathcal{P}_{c}^{\prime \prime \prime} u_{1} u_{2}+\frac{1}{2} \lambda_{1} \ddot{\mathcal{P}}_{c}^{\prime \prime \prime} u_{1}^{2}+\frac{1}{6} \mathcal{P}_{c}^{(4)} u_{1}^{3}
\end{array}\right\} \delta u+o\left(\zeta^{3}\right) \tag{447}
\end{align*}
$$

It follows that the coefficients of $\zeta^{2}, \zeta^{3}, \ldots$ in Eq. (447) must vanish, by letting $\delta u=u_{1}$, together with the equality (441), we have the expressions of $\lambda_{1}, \lambda_{2}, \ldots$, such that ${ }^{15}$

$$
\begin{gather*}
\lambda_{1}=-\frac{1}{2} \mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{3} / \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}  \tag{448a}\\
\lambda_{2}=-\left(\frac{1}{6} \mathcal{P}_{c}^{(4)} u_{1}^{4}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2} u_{2}+\lambda_{1}\left[\dot{\mathcal{P}}_{c}^{\prime \prime} u_{2} u_{1}+\frac{1}{2} \dot{\mathcal{P}}_{c}^{\prime \prime \prime} u_{1}^{3}\right]\right.  \tag{448b}\\
\left.+\frac{1}{2} \lambda_{1}^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}\right) / \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}
\end{gather*}
$$

In particular, for the symmetric bifurcation in many (possibly most) buckling problems [86,163], the coefficient $\lambda_{1}=0$ and $\lambda_{2}$ in Eq. (448b) reduce to

$$
\begin{equation*}
\lambda_{2}=-\left(\frac{1}{6} \mathcal{P}_{c}^{(4)} u_{1}^{4}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2} u_{2}\right) / \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2} \tag{449}
\end{equation*}
$$

8.3 Stability Analysis. The difference between the energies of the state $u+v$ and all the neighborhood states $u+v+\delta u$ at a given load parameter $\lambda$ can be written as

$$
\begin{align*}
\Delta \mathcal{P} & =\mathcal{P}\left[u_{0}+v+\delta u ; \lambda\right]-\mathcal{P}\left[u_{0}+v ; \lambda\right] \\
& =\frac{1}{2} \mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right](\delta u)^{2}+o\left(\|\delta u\|^{2}\right) \tag{450}
\end{align*}
$$

where the first-order disappears due to the equilibrium and $\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right](\delta u)^{2}$ is defined in Eq. (432).

Note that the minimum of the second variation is positive, the state $u+v$ of the system is stable at a given load parameter $\lambda$. Thus the sign of the second variation is of high interest. If the minimum of the second variation is positive, then the second variation is positive for any perturbation in the neighborhood of state $u+v$ at $\lambda$. However, the extremum of the second variation may not exist due to the unbound domain of the arbitrary perturbation $\delta u$. To ensure the existence of the minimum, we discuss the minimum of the form ${ }^{16}$

$$
\begin{equation*}
\frac{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right](\delta u)^{2}}{\|\delta u\|^{2}} \tag{451}
\end{equation*}
$$

which does not change the sign of the second variation and $\|\delta u\|=\langle\delta u, \delta u\rangle^{1 / 2}$.

We assume that the minimum of Eq. (451) is denoted by $\varpi$ that exists for $\delta u=w$, such that

$$
\begin{equation*}
\min \frac{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right](\delta u)^{2}}{\|\delta u\|^{2}}=\frac{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] w^{2}}{\|w\|^{2}}=\varpi \tag{452}
\end{equation*}
$$

[^13]Therefore, any variation $w+\tau \bar{w}$ admits the following inequality:

$$
\begin{equation*}
\frac{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right](w+\tau \bar{w})^{2}}{\|w+\tau \bar{w}\|^{2}} \geq \frac{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] w^{2}}{\|w\|^{2}}=\varpi \tag{453}
\end{equation*}
$$

alternatively

$$
\begin{align*}
& \mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] w^{2}+2 \tau \mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] w \bar{w}+\tau^{2} \mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] \bar{w}^{2} \\
& \quad \geq \varpi\left\{\|w\|^{2}+2 \tau\langle w, \bar{w}\rangle+\tau^{2}\|\bar{w}\|^{2}\right\} \tag{454}
\end{align*}
$$

With Eq. (452), the inequality (454) reduces to

$$
\begin{align*}
& 2 \tau\left\{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] w \bar{w}-\varpi\langle w, \bar{w}\rangle\right\} \\
& +\tau^{2}\left\{\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] \bar{w}^{2}-\varpi\|\bar{w}\|^{2}\right\} \geq 0 \tag{455}
\end{align*}
$$

Since $\tau \in \mathbb{R}$ is arbitrary, the inequality (455) holds if and only if

$$
\begin{equation*}
\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right] w \bar{w}-\varpi\langle w, \bar{w}\rangle=0 \tag{456}
\end{equation*}
$$

For $\lambda=\lambda_{c}$ and $v=0$ and with Eq. (439) (or Eq. (441)), it is clear that $w=u_{1}$ implies $m=0$ in Eq. (456).
Similar to the asymptotic expansions (445), in the neighborhood of $\lambda=\lambda_{c}$, we expand

$$
\begin{equation*}
w=u_{1}+\zeta w_{1}+\zeta^{2} w_{2}+\cdots \quad \text { and } \quad \varpi=\zeta \varpi_{1}+\zeta^{2} \varpi_{2}+\cdots \tag{457}
\end{equation*}
$$

with $\left\langle u_{1}, w_{n}\right\rangle=0, n=1,2,3, \ldots$. With the expansions in Eqs. (445) and (457), we can expand Eq. (456) at $\lambda=\lambda_{c}$ and $u_{0}\left(\lambda_{c}\right)$, namely,

$$
\begin{align*}
0= & \zeta\left\{\left(\mathcal{P}_{c}^{\prime \prime} w_{1}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2}\right) \bar{w}-\varpi_{1}\left\langle u_{1}, \bar{w}\right\rangle\right\} \\
& +\zeta^{2}\left\{\binom{\mathcal{P}_{c}^{\prime \prime} w_{2}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} w_{1}+\lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\frac{1}{2} \lambda_{1}^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime} u_{1}}{+\mathcal{P}_{c}^{\prime \prime \prime} u_{1} w_{1}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}+\mathcal{P}_{c}^{\prime \prime \prime} u_{2} u_{1}+\frac{1}{2} \mathcal{P}_{c}^{(4)} u_{1}^{3}}\right. \\
& \left.\bar{w}-\varpi_{1}\left\langle w_{1}, \bar{w}\right\rangle-\varpi_{2}\left\langle u_{1}, \bar{w}\right\rangle\right\}+o\left(\zeta^{2}\right) \tag{458}
\end{align*}
$$

Vanishing of the coefficients of $\zeta, \zeta^{2}, \ldots$ gives

$$
\begin{align*}
& \left(\mathcal{P}_{c}^{\prime \prime} w_{1}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2}\right) \bar{w}-\varpi_{1}\left\langle u_{1}, \bar{w}\right\rangle=0  \tag{459a}\\
& \binom{\mathcal{P}_{c}^{\prime \prime} w_{2}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} w_{1}+\lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\frac{1}{2} \lambda_{1}^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime} u_{1}}{+\mathcal{P}_{c}^{\prime \prime \prime} u_{1} w_{1}+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime \prime} u_{1}^{2}+\mathcal{P}_{c}^{\prime \prime \prime} u_{2} u_{1}+\frac{1}{2} \mathcal{P}_{c}^{(4)} u_{1}^{3}}  \tag{459b}\\
& \bar{w}-\varpi_{1}\left\langle w_{1}, \bar{w}\right\rangle-\varpi_{2}\left\langle u_{1}, \bar{w}\right\rangle=0
\end{align*}
$$

If we choose $\bar{w}=u_{1}$ in Eq. (459a), then we have $\mathcal{P}_{c}^{\prime \prime} w_{1} u_{1}=$ $\mathcal{P}_{c}^{\prime \prime} u_{1} w_{1}=0$ from Eq. (441), together with $\left\|u_{1}\right\|=\left\langle u_{1}, u_{1}\right\rangle^{1 / 2}=1$, we obtain

$$
\begin{equation*}
\varpi_{1}=\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{3} \tag{460}
\end{equation*}
$$

which, with Eq. (448a), can be further reduced to

$$
\begin{equation*}
\varpi_{1}=-\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2} \tag{461}
\end{equation*}
$$

Similarly, if we choose $\bar{w}=u_{1}$ in Eq. (459b), and with $\mathcal{P}_{c}^{\prime \prime} w_{2} u_{1}=\mathcal{P}_{c}^{\prime \prime} u_{1} w_{2}=0$ from Eq. (441) and $\left\langle w_{1}, u_{1}\right\rangle=0$ in Eq. (457), we can get


Fig. 30 Equilibrium paths and their stabilities. Stable paths are denoted by solid curves while unstable paths are drawn by dashed curves. The relation between the sign of the second variation and the values $\lambda_{1}$ and $\lambda_{2}$ are given in Eqs. (466) and (467), respectively. (a) Asymmetric bifurcation with $\lambda_{1} \neq \mathbf{0}$. (b) Symmetric bifurcation with $\lambda_{2}>0$ and $\lambda_{1}=0$. (c) Symmetric bifurcation with $\lambda_{2}<0$ and $\lambda_{1}=0$.

$$
\begin{align*}
\varpi_{2}= & \left(\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime} w_{1}+\lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\frac{1}{2} \lambda_{1}^{2} \ddot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1} w_{1}\right. \\
& \left.+\lambda_{1} \dot{\mathcal{P}}_{c}^{\prime \prime \prime} u_{1}^{2}+\mathcal{P}_{c}^{\prime \prime \prime} u_{2} u_{1}+\frac{1}{2} \mathcal{P}_{c}^{(4)} u_{1}^{3}\right) u_{1} \tag{462}
\end{align*}
$$

For the case of the asymmetric bifurcation $\lambda_{1} \neq 0$, with the expansions (445) and (457) as well as the value $\varpi_{1}$ in Eq. (461), the minimum $\omega$ in Eq. (452) related to the second variation can be written as

$$
\begin{equation*}
\varpi=-\left(\lambda-\lambda_{c}\right) \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}+o\left(\left|\lambda-\lambda_{c}\right|\right) \tag{463}
\end{equation*}
$$

for asymmetric bifurcation $\lambda_{1} \neq 0$
If $\pi>0$, it corresponds to the stability of the bifurcated branch; on the contrary, the $m<0$ indicates the instability of the bifurcated branch.

Again, for the case of the symmetric bifurcation $\lambda_{1}=0$, it implies $\pi_{1}=0$ in Eq. (461) and $\omega_{2}$ in Eq. (462) becomes $\varpi_{2}=\left(\lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1} w_{1}+\mathcal{P}_{c}^{\prime \prime \prime} u_{2} u_{1}+\frac{1}{2} \mathcal{P}_{c}^{(4)} u_{1}^{3}\right) u_{1}$. Also, the zero coefficient of $\zeta^{2}$ in Eq. (447) gives $\left\{\mathcal{P}_{c}^{\prime \prime} u_{2}+\frac{1}{2} \mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2}\right\} \delta u=0$ while Eq. (459a) becomes $\left(\mathcal{P}_{c}^{\prime \prime} w_{1}+\mathcal{P}_{c}^{\prime \prime \prime} u_{1}^{2}\right) \bar{w}=0$ for $\lambda_{1}=0$ and $\varpi_{1}=0$. By comparing these two reduced equations and letting $\delta u=\bar{w}$, we then have $2 u_{2}=w_{1}$. Now $\omega_{2}$ further becomes $\varpi_{2}=\left(\lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}+3 \mathcal{P}_{c}^{\prime \prime \prime} u_{2} u_{1}+\frac{1}{2} \mathcal{P}_{c}^{(4)} u_{1}^{3}\right) u_{1}$. Recalling the form of $\lambda_{2}$ in Eq. (449) for the symmetric bifurcation $\lambda_{1}=0$, we finally have

$$
\begin{equation*}
\varpi_{2}=-2 \lambda_{2} \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2} \tag{464}
\end{equation*}
$$

With Eqs. (445), (457), and (464), the minimum $\sigma$ in Eq. (452) becomes

$$
\begin{equation*}
\varpi=-2\left(\lambda-\lambda_{c}\right) \dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}+o\left(\left|\lambda-\lambda_{c}\right|\right) \tag{465}
\end{equation*}
$$

for symmetric bifurcation $\lambda_{1}=0$
Finally, we would like to discuss the sign of $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}$ in Eqs. (448a), (449), (461), (463), and (465). Since $\mathcal{P}_{0}^{\prime \prime} u_{1}^{2}$ is positive for $\lambda<\lambda_{c}$ based on the stability of the principal branch $u_{0}$ below the threshold $\lambda_{c}$, and $\mathcal{P}^{\prime \prime} u_{1}^{2}=0$ at $\lambda=\lambda_{c}$ from the equality (441), it follows that $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2} \leq 0$. The discussion of the special case $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}=0$ is out of the scope of this tutorial and therefore the case $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}=0$ is not included here. More discussion of the sign of $\dot{\mathcal{P}}_{c}{ }_{c}^{\prime \prime} u_{1}^{2}$ can be found in the work [86].
${ }_{c} u_{1}$ ased on the above discussion, the negative sign of $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}$ makes the stability conditions (463) and (465) in alternative forms that only depend on the sign of $\lambda_{1}$ and $\lambda_{2}$. Dividing Eqs. (463) and (465) by the positive value, $-\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}>0$, and with the expansion of $\lambda$ in Eq. (445), we have

$$
\begin{equation*}
\varpi \Rightarrow \frac{\pi}{-\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}}=\left(\lambda-\lambda_{c}\right)+o\left(\left|\lambda-\lambda_{c}\right|\right)=\lambda_{1} \zeta+o(\zeta) \tag{466}
\end{equation*}
$$

for asymmetric bifurcation $\lambda_{1} \neq 0$
and

$$
\varpi \Rightarrow \frac{\varpi}{-\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}}=2\left(\lambda-\lambda_{c}\right)+o\left(\left|\lambda-\lambda_{c}\right|\right)=2 \lambda_{2} \zeta^{2}+o\left(\zeta^{2}\right)
$$

for symmetric bifurcation $\lambda_{1}=0$

Again, the value of $\lambda_{1}$ in Eq. (466) is given by Eq. (448a) while the value of $\lambda_{2}$ in Eq. (467) is given by Eq. (449). Since most of the bifurcations are symmetric, then the sign of the value $\lambda_{2}$ in Eq. (467) is of interest. For a positive $\lambda_{2}$, the bifurcated branch is stable. On the contrary, a negative $\lambda_{2}$ corresponds to an unstable bifurcated branch. The stable and unstable branches corresponding to the criteria (466) and (467) are shown in Fig. 30 in the case of a single buckling mode.
8.4 Example: Buckling of Euler's Column Subjected to an Electric Field. Let us consider the buckling and the post-buckling of an incompressible dielectric column subject to both mechanical and the electric loads (see Fig. 31). The analysis of the purely mechanical buckling of Euler's column can be found in many works, just name a few $[74-76,80,84,86]$.


Fig. 31 Schematic of the buckling of an incompressible dielectric column with pinned-pinned ends subjected to an external electric field $E_{0}$ (in the vertical direction) and an applied force $F^{m}$ (in the horizontal direction). The column length is $L$ while the cross-sectional radius is $r, r \ll L$. The arc length coordinate is denoted by $s$. The scalar function $\theta(s)$ is the rotation (angle) of the column cross section from its initial horizontal direction.

The potential energy of the electromechanical system shown in Fig. 31 is given by ${ }^{17}$

$$
\begin{align*}
\mathcal{P}\left[\theta(s) ; E_{0}, F^{m}\right]= & \int_{0}^{L} \frac{1}{2} B\left(\frac{\partial \theta}{\partial s}\right)^{2} d s \\
& -\int_{0}^{L} \frac{\pi r^{2}}{2} \varepsilon E_{0}^{2}\left(\sin ^{2} \theta+\frac{\varepsilon_{0}^{2}}{\varepsilon^{2}} \cos ^{2} \theta\right) d s \\
& -F^{m} \int_{0}^{L}(1-\cos \theta) d s \tag{468}
\end{align*}
$$

where $\theta$ is the rotation of the cross section, $s$ is the arc length coordinate, $B$ is the bending stiffness, $\varepsilon_{0}$ is the vacuum permittivity, $\varepsilon$ is the material permittivity, $E_{0}$ is the external electric field, and $F^{m}$ is the horizontal load. The state variable in Eq. (468) is regarded as the rotation $\theta$, which can describe the response of the column subjected to both the electric and the mechanical loads.

Consider the variation $\theta(s) \rightarrow \theta(s)+\tau \bar{\theta}(s)$. Here $\tau$ is a sufficiently small parameter and $\bar{\theta}(s)$ is an arbitrary function that satisfies all the kinematically admissible deformations. Then the first variation of the functional (468) is given by

$$
\begin{align*}
\delta \mathcal{P}= & \left.\frac{d}{d \tau} \mathcal{P}\left[\theta(s)+\tau \bar{\theta}(s) ; E_{0}, F^{m}\right]\right|_{\tau=0} \\
= & \int_{0}^{L} B\left(\frac{\partial \theta}{\partial s}\right)\left(\frac{\partial \bar{\theta}}{\partial s}\right) d s \\
& -\int_{0}^{L} \pi r^{2} \varepsilon E_{0}^{2}\left(1-\frac{\varepsilon_{0}^{2}}{\varepsilon^{2}}\right) \bar{\theta} \sin \theta \cos \theta d s-F^{m} \int_{0}^{L} \bar{\theta} \sin \theta d s \\
= & \left.B\left(\frac{\partial \theta}{\partial s}\right) \bar{\theta}\right|_{0} ^{L}-\int_{0}^{L}\left[B\left(\frac{\partial^{2} \theta}{\partial s^{2}}\right)+F^{e} \sin \theta \cos \theta+F^{m} \sin \theta\right] \bar{\theta} d s \tag{469}
\end{align*}
$$

where $F^{e}$ is related to the electric load and defined by

$$
\begin{equation*}
F^{e}=\pi r^{2} \varepsilon E_{0}^{2}\left(1-\frac{\varepsilon_{0}^{2}}{\varepsilon^{2}}\right) \tag{470}
\end{equation*}
$$

The first variation condition, $\delta \mathcal{P}=0$ in Eq. (469), gives the Euler-Lagrange equation

$$
\begin{equation*}
B\left(\frac{\partial^{2} \theta}{\partial s^{2}}\right)+F^{e} \sin \theta \cos \theta+F^{m} \sin \theta=0 \tag{471}
\end{equation*}
$$

and the natural boundary condition

$$
\begin{equation*}
\frac{\partial \theta}{\partial s}=0 \quad \text { at } s=0 \& L \tag{472}
\end{equation*}
$$

A trivial solution (unbuckling) to the boundary-value problem is

$$
\begin{equation*}
\theta(s)=\theta_{0}(s)=0 \quad \text { for } 0 \leq s \leq L \tag{473}
\end{equation*}
$$

[^14]8.4.1 Linear Bifurcation Analysis. Let $\theta^{\star}(s)$ be the increment of the rotation $\theta(s)$. The linearized versions of Eqs. (471) and (472) at the trivial solution (473) are
\[

$$
\begin{equation*}
B\left(\frac{\partial^{2} \theta^{\star}}{\partial s^{2}}\right)+\left(F^{e}+F^{m}\right) \theta^{\star}=0 \tag{474}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\frac{\partial \theta^{\star}}{\partial s}=0 \quad \text { at } s=0 \& L \tag{475}
\end{equation*}
$$

Nonzero solution $\theta^{\star}(s)$ of Eqs. (474) and (475) gives the condition ${ }^{18}$

$$
\begin{equation*}
F^{e}+F^{m}=B \frac{n^{2} \pi^{2}}{L^{2}} \tag{476}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{n}(s)=\cos \frac{n \pi s}{L} \quad \text { for } 0 \leq s \leq L \tag{477}
\end{equation*}
$$

where $n \in \mathbf{Z}^{*}$ is a nonzero integer and the normalization is $\left\langle\theta_{n}, \theta_{n}\right\rangle \equiv \frac{2}{L} \int_{0}^{L} \theta_{n}^{2}(s) d s=1$. When $\left(F^{e}+F^{m}\right)$ increases from zero to $B \pi^{2} / L^{2}$, the first buckling mode $\theta_{1}(s)=\cos \frac{\pi s}{L}$ occurs.
8.4.2 Energy Stability Criterion. In contrast to the linear bifurcation analysis, we study the stability of the electromechanical system by the energy method. Thus we have to examine the second variation condition. Similar to the first variation (469), the second variation of the potential energy (468) is

$$
\begin{align*}
\delta^{2} \mathcal{P} & =\left.\frac{d^{2}}{d \tau^{2}} \mathcal{P}\left[\theta(s)+\tau \bar{\theta}(s) ; E_{0}, F^{m}\right]\right|_{\tau=0} \\
& =\int_{0}^{L} B\left(\frac{\partial \bar{\theta}}{\partial s}\right)^{2} d s-F^{e} \int_{0}^{L} \bar{\theta}^{2} \cos (2 \theta) d s-F^{m} \int_{0}^{L} \bar{\theta}^{2} \cos \theta d s
\end{align*}
$$

At the trivial solution $\theta_{0}(s)=0$ in Eq. (473), the second variation (478) reads

$$
\begin{equation*}
\left.\delta^{2} \mathcal{P}\right|_{\theta_{0}=0}=\int_{0}^{L}\left[B\left(\frac{\partial \bar{\theta}}{\partial s}\right)^{2}-\left(F^{e}+F^{m}\right) \bar{\theta}^{2}\right] d s \tag{479}
\end{equation*}
$$

The integral (479) is a continuous functional of the smooth variation $\bar{\theta}(s)$. If the minimum value of the functional (479) is nonnegative, then the equilibrium solution $\theta_{0}(s)=0$ in Eq. (473) is stable. To ensure the existence of the minimum value of the second variation $\left.\delta^{2} \mathcal{P}\right|_{\theta_{0}=0}$ in Eq. (479), we introduce a compact subset of the domain of the functional, which does not change the positive definiteness of the functional. Consider the following normalization condition:

$$
\begin{equation*}
\|\bar{\theta}\|^{2}=\langle\bar{\theta}, \bar{\theta}\rangle \equiv \frac{2}{L} \int_{0}^{L} \bar{\theta}^{2} d s=1 \tag{480}
\end{equation*}
$$

Based on the boundary condition (472), we consider the Fourier cosine series of the kinematically admissible variation

$$
\begin{equation*}
\bar{\theta}(s)=\sum_{n=0}^{\infty} a_{n} \cos \frac{n \pi s}{L} \tag{481}
\end{equation*}
$$

[^15]The normalization condition (480), with the orthogonality condition, now reads

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n}^{2}=1 \tag{482}
\end{equation*}
$$

With Eqs. (480)-(482), the integral (479) is bounded and becomes

$$
\begin{equation*}
\left.\delta^{2} \mathcal{P}\right|_{\theta_{0}=0}=\frac{L}{2} \sum_{n=0}^{\infty}\left\{a_{n}^{2}\left[B\left(\frac{n \pi}{L}\right)^{2}-\left(F^{e}+F^{m}\right)\right]\right\} \geq \varpi \tag{483}
\end{equation*}
$$

where $\sigma$ is the minimum of the integral, namely,

$$
\begin{equation*}
\varpi=\left.\min \delta^{2} \mathcal{P}\right|_{\theta_{0}=0}=\frac{L}{2}\left[B\left(\frac{\pi}{L}\right)^{2}-\left(F^{e}+F^{m}\right)\right] \quad \text { at } \bar{\theta}=\cos \frac{\pi s}{L} \tag{484}
\end{equation*}
$$

Apparently, the minimum value $\pi$ in Eq. (484) is positive for $0<\left(F^{e}+F^{m}\right)<B\left(\frac{\pi}{L}\right)^{2}$, which indicates that the trivial solution $\theta_{0}(s)=0$ is stable. On the contrary, the trivial solution $\theta_{0}(s)=0$ becomes unstable for $\left(F^{e}+F^{m}\right)>B\left(\frac{\pi}{L}\right)^{2}$ since the minimum $\pi$ is negative.
8.4.3 Post-Buckling Analysis: LSK Approach. By the notations in Eq. (432), the first variation of the potential energy (468) is

$$
\begin{align*}
\mathcal{P}^{\prime}\left[\theta ; E_{0}, F^{m}\right] \theta_{1}= & \int_{0}^{L} B\left(\frac{\partial \theta}{\partial s}\right)\left(\frac{\partial \theta_{1}}{\partial s}\right) d s-F^{e} \int_{0}^{L} \theta_{1} \sin \theta \cos \theta d s \\
& -F^{m} \int_{0}^{L} \theta_{1} \sin \theta d s \tag{485}
\end{align*}
$$

and the higher-order variations are

$$
\begin{align*}
\mathcal{P}^{\prime \prime}\left[\theta ; E_{0}, F^{m}\right] \theta_{1} \theta_{2}= & \int_{0}^{L} B\left(\frac{\partial \theta_{2}}{\partial s}\right)\left(\frac{\partial \theta_{1}}{\partial s}\right) d s-F^{e} \int_{0}^{L} \theta_{1} \theta_{2} \cos (2 \theta) d s \\
& -F^{m} \int_{0}^{L} \theta_{1} \theta_{2} \cos \theta d s \tag{486}
\end{align*}
$$

$$
\mathcal{P}^{\prime \prime}\left[\left[\theta ; E_{0}, F^{m}\right] \theta_{1} \theta_{2} \theta_{3}=2 F^{e} \int_{0}^{L} \theta_{1} \theta_{2} \theta_{3} \sin (2 \theta) d s\right.
$$

$$
\begin{equation*}
+F^{m} \int_{0}^{L} \theta_{1} \theta_{2} \theta_{3} \sin \theta d s \tag{487}
\end{equation*}
$$

$$
\mathcal{P}^{(4)}\left[\theta ; E_{0}, F^{m}\right] \theta_{1} \theta_{2} \theta_{3} \theta_{4}=4 F^{e} \int_{0}^{L} \theta_{1} \theta_{2} \theta_{3} \theta_{4} \cos (2 \theta) d s
$$

$$
\begin{equation*}
+F^{m} \int_{0}^{L} \theta_{1} \theta_{2} \theta_{3} \theta_{4} \cos \theta d s \tag{488}
\end{equation*}
$$

Note that the generalized displacement $u$ in Eq. (432) is the rotation $\theta(s)$ while the load parameter $\lambda$ is the horizontal load $F^{m}$. The electric field $E_{0}$ is regarded as a constant in this example for simplicity. Thus we only have one control parameter $F^{m}$ here.

Consider the trivial solution $\theta(s)=\theta_{0}(s)=0$, i.e., the prebuckling solution of the column. With the second variation (486), the bifurcation Eq. (439) becomes

$$
\begin{align*}
0 & =\mathcal{P}^{\prime \prime}\left[0 ; E_{0}, F_{c}^{m}\right] \theta_{1} \delta \theta \\
& =\int_{0}^{L} B\left(\frac{\partial \delta \theta}{\partial s}\right)\left(\frac{\partial \theta_{1}}{\partial s}\right) d s-F^{e} \int_{0}^{L} \theta_{1} \delta \theta d s-F_{c}^{m} \int_{0}^{L} \theta_{1} \delta \theta d s \tag{489}
\end{align*}
$$

which gives similar results to that of the linear bifurcation analysis, namely,

$$
\begin{equation*}
B\left(\frac{\partial^{2} \theta_{1}}{\partial s^{2}}\right)+\left(F^{e}+F_{c}^{m}\right) \theta_{1}=0 \tag{490}
\end{equation*}
$$

and the natural boundary condition

$$
\begin{equation*}
\frac{\partial \theta_{1}}{\partial s}=0 \quad \text { at } s=0 \& L \tag{491}
\end{equation*}
$$

The lowest eigenvalue corresponds to the critical load, namely ${ }^{19}$

$$
\begin{equation*}
F^{e}+F_{c}^{m}=\frac{B \pi^{2}}{L^{2}} \tag{492}
\end{equation*}
$$

and the normalized eigenfunction $\theta_{1}(s)$, with the normalization $\left\langle\theta_{1}, \theta_{1}\right\rangle \equiv \frac{2}{L} \int_{0}^{L} \theta_{1}^{2} d s=1$ in Eq. (480), is

$$
\begin{equation*}
\theta_{1}=\cos \frac{\pi s}{L} \tag{493}
\end{equation*}
$$

With the third and fourth variations (487) and (488) as well as Eq. (493), we obtain

$$
\begin{gather*}
\mathcal{P}_{c}^{\prime \prime \prime} \theta_{1}^{3}=\mathcal{P}^{\prime \prime \prime}\left[0 ; E_{0}, F_{c}^{m}\right] \theta_{1}^{3}=0  \tag{494a}\\
\mathcal{P}_{c}^{(4)} \theta_{1}^{4}=\mathcal{P}^{(4)}\left[0 ; E_{0}, F_{c}^{m}\right] \theta_{1}^{4}=\left(4 F^{e}+F_{c}^{m}\right) \int_{0}^{L} \theta_{1}^{4} d s \\
=\frac{3}{8}\left(4 F^{e}+F_{c}^{m}\right) L \tag{494b}
\end{gather*}
$$

By Eq. (487) and $\theta(s)=\theta_{0}(s)=0$ for the principal branch (unbuckle), we have

$$
\begin{equation*}
\mathcal{P}_{c}^{\prime \prime \prime} \theta_{1}^{2} \theta_{2}=\mathcal{P}^{\prime \prime \prime}\left[0 ; E_{0}, F_{c}^{m}\right] \theta_{1}^{2} \theta_{2}=0 \tag{494c}
\end{equation*}
$$

Also, with Eqs. (486) and (493), we have the partial derivative

$$
\begin{equation*}
\dot{\mathcal{P}}_{c}^{\prime \prime} \theta_{1}^{2}=\left.\frac{\partial}{\partial F^{m}} \mathcal{P}^{\prime \prime}[\theta] \theta_{1}^{2}\right|_{\left(\theta_{0}, F_{c}^{m}\right)}=-\int_{0}^{L} \theta_{1}^{2} d s=-\frac{L}{2} \tag{494d}
\end{equation*}
$$

Now from Eq. (494), we can get the values of $\lambda_{1}$ in Eq. (448a) and $\lambda_{2}$ in Eq. (449), such that

$$
\begin{gather*}
\lambda_{1}=-\frac{1}{2} \mathcal{P}_{c}^{\prime \prime \prime} \theta_{1}^{3} / \dot{\mathcal{P}}_{c}^{\prime \prime} \theta_{1}^{2}=0  \tag{495a}\\
\lambda_{2}=-\left(\frac{1}{6} \mathcal{P}_{c}^{(4)} \theta_{1}^{4}+\mathcal{P}_{c}^{\prime \prime \prime} \theta_{1}^{2} \theta_{2}\right) / \dot{\mathcal{P}}_{c}^{\prime \prime} \theta_{1}^{2}=\frac{1}{8}\left(4 F^{e}+F_{c}^{m}\right) \tag{495b}
\end{gather*}
$$

Since $\lambda_{1}=0$ and $\lambda_{2}>0$, from Eq. (467) and the schematic in Fig. $30(b)$, the bifurcation branch is symmetric and stable after the horizontal load $F^{m}$ slightly exceeds the threshold $F_{c}^{m}$. More discussions are also listed here. With Eq. (495), the expansion of the load parameter $F^{m}$ is
$F^{m}=F_{c}^{m}+\lambda_{1} \zeta+\lambda_{2} \zeta^{2}+o\left(\zeta^{2}\right)=F_{c}^{m}+\frac{1}{8}\left(4 F^{e}+F_{c}^{m}\right) \zeta^{2}+o\left(\zeta^{2}\right)$
Since the small scalar $\zeta$ is the amplitude of the buckling mode $\theta_{1}$ in Eq. (493), we have

[^16]\[

$$
\begin{equation*}
\frac{F^{m}}{F_{c}^{m}}=1+\frac{1}{8}\left(1+4 \frac{F^{e}}{F_{c}^{m}}\right) \zeta^{2} \tag{496}
\end{equation*}
$$

\]

and the load-shortening distance is

$$
\begin{equation*}
\Delta L=\int_{0}^{L}\left\{1-\cos \left[\zeta \theta_{1}(s)\right]\right\} d s \cong \int_{0}^{L} \frac{\zeta^{2} \theta_{1}^{2}(s)}{2} d s=\frac{\zeta^{2} L}{4} \tag{497}
\end{equation*}
$$

By Eq. (497), Eq. (496) can be rewritten as

$$
\begin{equation*}
\frac{F^{m}}{F_{c}^{m}}=1+\frac{1}{2} \frac{\Delta L}{L}\left(1+4 \frac{F^{e}}{F_{c}^{m}}\right) \tag{498}
\end{equation*}
$$

From $F^{e}+F_{c}^{m}=\frac{B \pi^{2}}{L^{2}}$ in Eq. (492), we introduce the ratio $\beta=F^{e} / \frac{B \pi^{2}}{L^{2}}$, and then $F_{c}^{m}=(1-\beta) \frac{B \pi^{2}}{L^{2}}$. It follows that:

$$
\begin{equation*}
\frac{F^{m}}{F_{c}^{m}}=1+\frac{1}{2} \frac{\Delta L}{L}\left(1+4 \frac{\beta}{1-\beta}\right) \tag{499}
\end{equation*}
$$

For $\beta=0$, it is the classic result of the post-buckling analysis of Euler's column subjected to purely mechanical loading [80,84].

## 9 Concluding Remarks and Future Study

In what is intended to be a simple tutorial article, we can hope to be neither comprehensive nor as rigorous as we would like. As highlighted earlier in the introduction, the reader should take the current tutorial merely as a starting point before delving into the rather rich literature that already exists on the topic of instability, bifurcation, and electromechanical coupling. Further study of these topics could be taken in several directions which we outline below along with some selected references.

While the first section of our tutorial presented a broad overview of the field of stability and bifurcation analysis, our primary focus, and all the relevant examples, are in the context of elastic materials that do not exhibit dissipation. In soft materials that exhibit some sort of electromechanical coupling, dissipation can emanate from diffusion of ions, electronic conduction, formation of defects, or viscous effects in the mechanical behavior of the polymer. Invoking viscoelasticity, current leakage and dielectric relaxation, stability analysis of dielectric elastomers was conducted by Chiang et al. [172,173]. A detailed examination of the effect of viscoelasticity on electromechanical instabilities of dielectric elastomers was conducted by Wang et al. [174] where a finite element implementation was also developed.

A comprehensive theoretical framework for dissipation due to diffusing ions in dielectrics was created by Xiao and Bhattacharya [175] while Darbaniyan et al. [176] provide a model with thermal effects. Although other works exist this topic, these two aforementioned references (and citations therein) may be used to acquire a broad overview of modeling efforts in diffusion and thermal related dissipation. However, neither of these two works focus on instabilities and remains a (relatively) understudied field within soft matter. On a related note, materials that have embedded charges or dipoles, i.e., electrets, also provide a facile route to create soft electromechanical materials [18,151]. Stability issues in such materials have received little attention.

Another important aspect pertaining to instabilities in soft matter is related to extreme deformations where a singularity may exist, for example, electrocreasing instability involves a singularity. Similar to [55], electrocreasing could have applications including capacitors and energy harvesting; however, an analytical solution to creasing instability is still an open problem. A related example is the problem related to the crumpling of thin sheets [177-180] that may be harnessed for energy harvesting in wearable electronics.

A significant line of research is ongoing on developing soft composites that exhibit unusual macroscopic electromechanical
behavior. Specifically, germane to the current article, several researchers have investigated how instabilities at the microscale may influence the overall response of the heterogeneous materials. For example, Ponte Castañeda and Siboni [181] proposed a homogenization framework for electro-elastic composite materials at finite strains incorporating nonlinear dielectric behavior. Using this homogenization framework, electromechanical instabilities in fiber-constrained, dielectric-elastomer composites subjected to electromechanical loadings were further studied [182-184]. In addition, electromechanical instabilities in soft heterogeneous dielectric elastomers were investigated in multilayered dielectric composites at finite strains, e.g., Bertoldi and Gei [127], Rudykh and deBotton [185], Rudykh et al. [186], Spinelli and Lopez-Pamies [187].
We remark that the solution for most nonlinear problems in electro-elasticity, and certainly that involves stability and bifurcation analysis, necessarily require computational approaches. In our tutorial, in order to highlight the basic concepts, we have restricted ourselves to examples that are amenable to analytical solutions. In order to explore the computational literature, we refer the reader to Vu et al. [188] who presented a finite element approach to simulate the nonlinear coupling behavior of electroactive polymers under electric stimulation. To investigate the influence of the free space on the electric field and on the deformation field, Vu and Steinmann [189] employed a coupled boundary element method-finite element method approach to exploit the advantage of the finite element method in solving nonlinear problems in nonlinear electro-elasticity. For dissipative electromagneto-mechanics, Miehe et al. [190], based on incremental variational principles, presented a general framework for the macroscopic, continuum-based formulation and numerical implementation of dissipative functional materials with electromagneto-mechanical couplings. For dissipative electromechanics, Z äh and Miehe [191] developed an approach for computational homogenization based on rigorous exploitation of ratetype and incremental variational principles. In finite magneto-electro-elasticity, Miehe et al. [192,193] outlined a variationalbased framework for homogenization and multiscale stability analysis, which allows tracking of post-critical solution paths such as those related to pull-in instabilities. Polukhov et al. [194] investigated the computational stability analysis of electro-active polymer composites by implementing Bloch-Floquet wave analysis in the context of a finite element discretization, with a particular focus on the investigation of macroscopic loss of strong ellipticity and microscopic bifurcation-type instabilities.

The confluence of stability and electromechanical effects plays a significant role in biological cells also-arguably an important subset of soft matter. Among other consequences of this, such an interaction between cells and electric fields involves changes in the shapes of the cells as well as formation of pores (i.e., electroporation). Aside from the classical works by Helfrich [195,196], the following are some recent representative works on this topic which also contains citations to the vast literature on this subject [197-199].
Finally, we remark that despite numerous works in the purely mechanical case, very few have addressed post-buckling of soft dielectrics.
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[^1]:    ${ }^{1}$ Steady-state conditions are sometimes referred to in the literature as equilibria. This is a somewhat ill-advised use of the word but we think it worthwhile to bring this subtlety to your attention.
    ${ }^{2}$ which, by the way, became national law in the U.S. in 1920 after much struggle and debate. Individual states began to slowly ratify the 19th amendment over the years to follow. The last state to ratify this law was Mississippi-in 1984.

[^2]:    ${ }^{3}$ The Euclidean norm of a vector $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in \mathbb{R}^{n}$, for example, is defined as $\|\mathbf{v}\|:=\sqrt{v_{1}^{2}+v_{2}^{2}+\cdots+v_{n}^{2}}$.

[^3]:    ${ }^{4}$ This generalized state variable $u$ could be either a scalar/tensor variable or a scalar/tensor-valued function, which depends on the actual physical system. For the latter case, we have to use the functional derivative in the calculus of variations [76,90-92].
    ${ }^{5}$ In the beginning, we just illustrate the bifurcation theory by using the derivative of a function rather than the functional derivative. This arrangement highly simplifies the discussion and makes the spirit of the bifurcation theory clear.

[^4]:    ${ }^{6}$ Actually, the definition (45) comes from the conservation of the charge during the deformation, and a detailed derivation will be given in the general 3D formulation later on. Here we can show that $\int_{x_{a}}^{x_{b}} \frac{\partial D^{1}}{\partial x} d x=$ $\int_{X_{a}}^{X_{b}} \rho^{1} d x=\int_{X_{a}}^{X_{b}} \tilde{\rho}^{1} d X=\int_{X_{a}}^{X_{b}} \frac{\partial \bar{D}^{-1}}{\partial X} d X=\int_{X_{a}}^{X_{b}} \frac{\partial D^{-1}}{\partial x} \frac{\partial x}{\partial X} d X$. For linear dielectrics, a direct consequence of the definition (45) is $\tilde{D}^{1}=D^{1}=\varepsilon E^{1}=\varepsilon F^{-1} \tilde{E}^{1}$.

[^5]:    ${ }^{7}$ While it is common to introduce the Maxwell stress in this manner (as evident from many works), we believe that its emergence is most natural and clear by first constructing a suitable energy functional and then using a variational principle. The reader is referred to the works $[81,82]$ of Liu where this is elaborated further.

[^6]:    ${ }^{8}$ The detailed derivation is as follows:
    ${ }^{\star}$ The detailed derivation is as follows:
    $\tilde{D}^{\star}=\left(\varepsilon F^{-1} \tilde{E}^{1}\right)^{\star}=\left.\frac{d}{d \tau}\left\{\varepsilon\left(\frac{\partial}{\partial X}\left(\chi+\tau u^{\star}\right)\right)^{-1} \cdot\left(-\frac{\partial}{\partial X}\left(\xi+\tau \xi^{\star}\right)\right)\right\}\right|_{\tau=0}=\left.\varepsilon\left\{\left[\frac{d}{d \tau}\left(\frac{\partial}{\partial X}\left(\chi+\tau u^{\star}\right)\right)^{-1}\right] \cdot\left(-\frac{\partial}{\partial X}\left(\xi+\tau \xi^{\star}\right)\right)\right\}\right|_{\tau=0}$. One can also take the following derivation. By the $+\left.\varepsilon\left\{\left(\frac{\partial}{\partial X}\left(\chi+\tau u^{*}\right)\right)^{-1} \cdot \frac{d}{d \tau}\left(-\frac{\partial}{\partial X}\left(\xi+\tau \xi^{\star}\right)\right)\right\}\right|_{\tau=0}=\varepsilon\left[-\left(\frac{\partial \chi}{\partial X}\right)^{-2} \frac{\partial u^{\star}}{\partial X}\right]\left(-\frac{\partial \xi}{\partial X}\right)+\varepsilon\left(\frac{\partial \chi}{\partial X}\right)^{-1}\left(-\frac{\partial \xi^{\star}}{\partial X}\right)=\varepsilon\left(F^{-1}\right)^{\star} \tilde{E}^{1}+\varepsilon F^{-1} \tilde{E}^{\star}$.
    variations $F^{-1} \rightarrow F^{-1}+\left(F^{-1}\right)^{\star}$ and $\tilde{E}^{1} \rightarrow \tilde{E}^{1}+\tilde{E}^{\star}$, we have $\tilde{D}^{\star}=\left.\frac{d}{d \tau}\left[\varepsilon\left(F^{-1}+\tau\left(F^{-1}\right)^{\star}\right)\left(\tilde{E}^{1}+\tau \tilde{E}^{\star}\right)\right]\right|_{\tau=0}=\varepsilon\left(F^{-1}\right)^{\star} \tilde{E}^{1}+\varepsilon F^{-1} \tilde{E}^{\star}$.

[^7]:    ${ }^{9}$ By the identities $\quad \operatorname{div}(\mathbf{E} \otimes \mathbf{E})=(\operatorname{div} \mathbf{E}) \mathbf{E}+(\operatorname{grad} \mathbf{E}) \mathbf{E} \quad$ and $\quad \operatorname{div}\left(|\mathbf{E}|^{2} \mathbf{I}\right)$ $=\operatorname{grad}|\mathbf{E}|^{2}=2(\operatorname{grad} \mathbf{E})^{T} \mathbf{E}$, together with Eqs. (146) $)_{2}$ and (150), we can obtain the divergence $\operatorname{div} \boldsymbol{\sigma}^{M}=\rho_{\mathrm{f}} \mathbf{E}+\varepsilon\left[(\operatorname{grad} \mathbf{E}) \mathbf{E}-(\operatorname{grad} \mathbf{E})^{T} \mathbf{E}\right]$. Since the electric field $\mathbf{E}$ in Eq. (147) is irrotational, we have $\operatorname{grad} \mathbf{E}=(\operatorname{grad} \mathbf{E})^{T}$. Then, $(\operatorname{grad} \mathbf{E}) \mathbf{E}=(\operatorname{grad} \mathbf{E})^{T} \mathbf{E}$ and the divergence finally reduces to div $\boldsymbol{\sigma}^{M}=\rho_{\mathrm{f}} \mathbf{E}$.

[^8]:    ${ }^{10} T \mathbf{e}_{2}=\left(T_{11} \mathbf{e}_{1} \otimes \mathbf{e}_{1}+T_{12} \mathbf{e}_{1} \otimes \mathbf{e}_{2}+T_{21} \mathbf{e}_{2} \otimes \mathbf{e}_{1}+T_{22} \mathbf{e}_{2} \otimes \mathbf{e}_{2}\right) \mathbf{e}_{2}=T_{12} \mathbf{e}_{1}+T_{22} \mathbf{e}_{2}=\mathbf{0}$.

[^9]:    ${ }^{11}$ Since $\quad u_{1,1}^{\star}+u_{2,2}^{\star}=u_{i, i}^{\star}=u_{j, j}^{\star}=0, i, j=1,2, \quad$ then $\quad \operatorname{Div}\left(\nabla \mathbf{u}^{T}\right)^{\star}=\operatorname{Div}$ $\left(u_{j, i}^{\star} \mathbf{e}_{i} \otimes \mathbf{e}_{j}\right)=u_{j, i j}^{\star} \mathbf{e}_{i}=\frac{\partial}{\partial x_{i}}\left(u_{j, j}^{\star} \mathbf{e}_{i}\right)=\mathbf{0}$

[^10]:    ${ }^{12}$ The method of incremental solutions is based on the adjacent equilibrium stability criterion. This stability criterion asserts that a primary equilibrium state becomes unstable at a threshold where other nearby equilibrium states exist. In the bifurcation theory, the existence of an incremental solution is just a necessary condition for the primary equilibrium state at the threshold to be a bifurcation point. However, this condition is not sufficient. An extensive nonlinear bifurcation analysis $[79,93]$ is needed to verify the existence of the bifurcation solution branches, and therefore the adjacent equilibrium states.

[^11]:    ${ }^{13}$ The true electric field for the onset of electric breakdown may slightly vary with the deformation of a dielectric elastomer. The constant true electric field $E_{\mathrm{EB}}$ is just an approximation used here for the illustration of the competition between pull-in instability and electric breakdown.

[^12]:    ${ }^{14}$ In electrostatics of deformable media, there are always two state variables: one corresponds to the deformation and the other corresponds to the electric quantity (the electric displacement [113], the electric field [110], or the polarization [82]). However, the central idea of the LSK approach for multiple state variables is the same. Accordingly, for simplicity, we illustrate with just one generalized state variable $u$.

[^13]:    ${ }^{15}$ See Eqs. (4.21) and (4.22) in the work [86]. The sign of $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}$ will be discussed later and the case $\dot{\mathcal{P}}_{c}^{\prime \prime} u_{1}^{2}=0$ is out of the scope of this tutorial.
    ${ }^{16}$ The extremization of this form is identical to the extremization of the second variation $\mathcal{P}^{\prime \prime}\left[u_{0}+v ; \lambda\right](\delta u)^{2}$ subjected to the constraint (or the so-called normalization condition) $\|\delta u\|^{2}=1$. The equivalence of these two procedures can refer to Chapter 1.18 of the book [115]. In the pioneering work [162], Koiter used the form Eq. (451) presented in this article.

[^14]:    ${ }^{17}$ For the purely mechanical part, the form of the potential energy can refer to many works, e.g., Refs. [180], [84], and [86]. The second term on the RHS of Eq. (468) comes from the electric energy, which has the form $-\int_{0}^{L} \pi r^{2}\left(\int_{0^{E_{0}} D} d E d i\right.$ for a dielectric column subjected to an external electric field shown in Fig. 31. The electric field $\boldsymbol{E}$ within the column can be decomposed into the one in the arc length and the one perpendicular to the arc length, such that $\boldsymbol{E}=\left(E_{s}, E_{s}^{\perp}\right)=\left(E \sin \theta, \frac{\varepsilon_{0}}{\varepsilon} E \cos \theta\right)$. Such kinds of components come from the jump conditions of the electric field on the surface between the vacuum and the dielectric column. For the detailed jump conditions, one can refer to the review [25]. Also, the electric displacement $\boldsymbol{D}$ in the column has the component form $\boldsymbol{D}=\left(D_{s}, D_{s}^{\perp}\right)=\left(\varepsilon E_{s}, \varepsilon E_{s}^{\perp}\right)=\left(\varepsilon E \sin \theta, \varepsilon_{0} E \cos \theta\right)$. It follows that $\boldsymbol{D}=\int_{0}^{L} \pi r^{2}\left(\int_{\left.\left.\theta^{E_{0}} \boldsymbol{D} \cdot d \boldsymbol{E}\right) d s=-\int_{0}^{L} \pi r^{2} \left\lvert\, \int_{0}^{E_{0}}\left(\varepsilon E \sin ^{2} \theta+\frac{D^{2}}{\varepsilon} E \cos ^{2} \theta\right) d E\right.\right] d s=-\int_{0}^{L} \frac{\pi^{2}}{2} \varepsilon E_{0}^{2}\left(\sin ^{2} \theta+\frac{\varepsilon^{2}}{\varepsilon^{2}} \cos ^{2} \theta\right) d s}\right.$.

[^15]:    ${ }^{18}$ Note that the linear bifurcation analysis only gives the necessary condition for the existence of nontrivial solutions.

[^16]:    ${ }^{19}$ For simplicity, we just consider the case in which the electric load $F^{e}$ is $0<F^{e}<\frac{B \pi^{2}}{L^{2}}$. And there is no buckling if the applied mechanical load $F^{m}$ is below the critical load $F_{c}^{m}$.

